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Foreword

Welcome to the sixth issue of PolicyMatters.

We are pleased to announce the inaugural winner of the Class of 2005 Prize for Outstanding Policy Article: Ayesha Khan, GSPP 2006! A gift from the 2005 graduating class at GSPP, the Prize is awarded to the best policy article written by a student each academic year. The PolicyMatters Advisory Board unanimously selected Khan's article, “Pakistan's Predicament: Corporate Social Responsibility in Action” as the most impressive article of the 2005-2006 year. Her article, the product of original field research, was featured in the Spring 2006 issue. You can read it at www.policymatters.net, the journal's website and blog.

The Class of 2005 Prize, worth $250 to the winning author, will be awarded again each year. All articles written by students and published in PolicyMatters are eligible. We are currently accepting submissions for the Spring 2007 issue, which will be the final issue for the next award period.

In our Features section this issue, Sonya Blesser examines health savings accounts to see if their professed merits hold up under scrutiny. Renowned feminist economist Marianne A. Ferber and University of Illinois economics professor Michael Brun collaborate to analyze whether the policy choices of female legislators differ from those of their male counterparts. Matthew Steinberg asserts that privately-operated supplemental educational services, which have expanded extensively under No Child Left Behind, are not worth what they cost. Finally, Adam Langton, Hai Guan, and Anne Su assess the incentive structure of the California Solar Initiative, which is slated to go into effect in 2007.

In Policy in Practice, rule of law consultant Kate Harrison provides instructions from the field for court reform in Armenia and Macedonia. Her how-to guide illustrates institutional reform procedures for addressing concerns from the top-level of the judicial branch down to the details of office dynamics.

In honor of this election year, we conclude this issue with a special section devoted to electoral and voting policy. Four authors contribute their thoughts on current policy issues that shape our electoral process. Paul Leistra argues that the dichotomy between voter fraud and voter suppression is false; their harm to the democratic system is identical. Chris Finn explores voting rights for non-citizens, explaining that such an extension is far from unprecedented. Ernie Tedeschi counters attacks on electronic voting machines, promoting their unsung worth. Lastly, Brian Leubitz digs into redistricting, offering an alternative to frequently used procedures.

The staff of PolicyMatters would like to thank the entire GSPP community of faculty, staff, students, and alumni for their continued interest in and support of the journal. In particular, we would like to extend our gratitude to our advisory board: GSPP Dean Michael Nacht, Jack Glaser, David Kirp, and Larry Rosenthal. Their efforts this fall have been our saving grace. Thanks also to Director of Career and Alumni Services Cecille Cabacungan, and alumnus David Gamson ’86, whose promotional efforts are greatly appreciated. Finally, we would like to single out our active bloggers for recognition. Their work is not featured in the print edition of PolicyMatters, but their year-round commitment to www.policymatters.net deserves attention and thanks.

We hope you enjoy Volume 4, Number 1 of PolicyMatters.

Melissa Vanlandingham
November 27, 2006
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Cost, Coverage and Choice: Where are Consumer-Driven Health Plans Taking Us?

Sonya Blesser

In August 2006, the Census Bureau reported that 46.1 million Americans were uninsured, an increase of 1.3 million people in the last year alone.1 Traditionally, employers sponsored health insurance for workers and their families, but high premiums have forced many employers to reduce or withdraw coverage altogether. Currently, only 59 percent of employees in the United States receive health insurance from their employer.2 Experts expect this percent will drop in the coming years if annual premium increases remain high. Last year, premiums rose by only 7.7 percent, down from a high of 13.9 percent in 2003, but well above inflation.

The increase in premiums, representing a rise in overall health care expenditures, can be explained with a variety of theories but one predominant philosophy is that comprehensive insurance masks the true cost of services. The most common form of health insurance, the HMO or PPO, provides comprehensive coverage with little or no out-of-pocket costs for each treatment and may encourage consumption of unnecessary and expensive treatments (often referred to as moral hazard). A proposed solution to reduce consumption of low-benefit health services applies cost-sharing in the form of large deductibles and/or co-payments. This strategy, sometimes referred to as “consumerism,” attempts to empower patients to make better choices when selecting treatments because they are aware of the real cost of health care.

Consumer-Driven Health Plans (CDHPs), a common application of consumerism, is an umbrella term used to describe health insurance plans with very high deductibles. In exchange for a low annual premium, enrollees pay for medical expenses out of pocket until the deductible is met. Once enrollees spend beyond the deductible, the plan resembles the typical HMO or PPO insurance plan with moderate co-payments.

High-deductible insurance is often paired with a tax-favored personal savings account for medical expenses. The account, set well below the deductible, ensures enrollees will purchase health care with personal funds before meeting the deductible. The Health Savings Account (HSA) is the latest version of the personal savings account and has become increasingly popular after the Medicare Modernization Act of 2003. HSAs are funded with pre-tax dollars by both the employer and employee, and rolled over at the end of the year.

Employees can carry the HSA to their new insurance plan if they change jobs. Withdrawal of HSA funds for non-medical expenses is taxed and subject to an additional 10 percent penalty if the enrollee is under age 65.

The goal of CDHPs is to force consumers to equate the true cost of care with the benefit they receive, thereby lowering total health spending. Until they meet the deductible, consumers pay 100 percent of the cost of each treatment or medication. This plan structure encourages consumers to search for the lowest price among competing providers or reduce consumption to necessary and valuable services. Patients also have an incentive to select high-quality providers or hospitals, though the applicability and utility of existing quality data is debatable. Unlike the comprehensive coverage of a generous HMO or PPO, the coverage gap discourages consumers from demanding services that are less beneficial than their marginal cost. Once consumers reach the deductible threshold, they receive comprehensive coverage, in effect limiting out-of-pocket costs and eliminating the incentive to match the price of treatment with its benefit.

Conclusions from the RAND Health Insurance Experiment should be carefully applied to CDHPs

CDHPs are a novel technique to address a pressing problem, but little is known about their effect on overall health spending or medical outcomes. Estimates of expenditures rely on previous research evaluating the effects of cost-sharing or surveys of the few employers who offered early versions of CDHPs. These studies are helpful, but their limitations must be acknowledged when predicting
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CDHPs' potential to reduce health spending. Although some indicate that CDHPs may lower the cost of healthcare as intended, additional analyses conclude that they may actually increase health spending and worsen outcomes in the long term.

The definitive study of the effect of cost-sharing on consumer behavior is the RAND Health Insurance Experiment (HIE)\(^3\). To date, this study remains the largest controlled experiment evaluating the effect of cost-sharing in health insurance. In 1974, 5,809 people in six cities were randomly assigned to health insurance plans with a variety of cost-sharing mechanisms. Among the tested health plans were four fee-for-service plans requiring patients to pay some percentage of total health care costs. These percentages, called coinsurance rates, were set at zero (i.e., free care), 25, 50 and 95 percent.

Those with 95 percent coinsurance also had an outpatient deductible and full coverage for in-patient care. Through careful monitoring and data collection over five years, researchers calculated the effect of cost-sharing on health care expenditures.

Results from the RAND HIE showed that while cost-sharing lowers health spending considerably, there are diminishing returns. The largest difference in use of outpatient services occurred between those given free care and those with a 25 % coinsurance. The reduction in utilization between enrollees in the plan with 25 % coinsurance and those facing higher rates was far smaller, though still significant. There was no significant difference in inpatient utilization, most likely due to the limited out-of-pocket expenses for all study participants.

The health care market has changed dramatically since the RAND experiment was conducted thirty years ago.\(^4\) Today, total health spending is a far larger percentage of GDP, reflecting the high prices of innovative procedures and pharmaceuticals. Diseases and conditions that were considered fatal thirty years ago are manageable today with the aid of a host of new maintenance medications. In addition, a deductible or maximum out-of-pocket that is the same proportion of income today as it was in the 1970s will have a reduced cost-sharing effect given the current price of most health services.\(^5\)

Applying the results from the RAND HIE directly may overstate the amount of cost-savings that will arise from increased cost-sharing. The study provided strong evidence that some amount of cost-sharing reduces spending, but also showed that moving from moderate coinsurance to catastrophic care will not substantially lower health spending. Unlike the 1970's, most standard health plans today already involve a moderate amount of cost-sharing. There is little evidence from the RAND study that shifting to the catastrophic level of CDHPs will reduce spending significantly. In addition, HSAs are a recent development and we know very little about their effect on patient behavior. One estimate found that they may offset expected reductions in spending by up to 50 %.\(^6\)

**Combining results from RAND HIE with empirical studies and theoretical models of CDHPs**

Each year, more firms offer CDHPs to employees and enrollment grows. In 2005, 2.4 million workers had enrolled in CDHPs,\(^7\) and yet many health experts doubted consumerism would prove to be a solution to the looming health care crisis. In an attempt to predict the potential cost savings from the new health plans, social scientists returned to the RAND HIE, incorporating empirical results from the large-scale, controlled study into theoretical models. Researchers from the original RAND study built a behavioral simulation model in order to evaluate changes in health expenditures if some or all consumers in the United States switched from traditional fee-for-service or comprehensive HMOs to plans with high-deductibles and HSAs. The researchers calculated that if all Americans switched, health care expenditures would decrease between zero and 13 percent. The large range is due to the negative relationship between cost-sharing and health care spending. Small deductibles will be easily exceeded with little effect on expenditures, while large deductibles encourage consumers to spend less. If some, but not all, Americans made the switch to the new plan, health expenditures would change between -2 and +1 %. The reason for the small—and possibly even positive—effect on spending is due to the dangers of adverse selection, discussed below.\(^8\)

An analyst at the Congressional Budget Office built a model based on the price elasticity calculated by the RAND HIE which showed that people facing a 10 or 20 % increase in out-of-pocket costs will reduce demand by one percent. He estimated that people moving from a comprehensive plan with moderate cost-sharing to one with a high deductible and personal savings account would reduce health spending between 2 and 8 %. However, individuals in very high tax brackets may find the accounts attractive and may even spend more than under traditional comprehensive insurance.\(^9\)
To support the conclusions of theoretical models, researchers also collected empirical data from CDHP participants. Because this form of consumerism is relatively new and only 6% of all firms sponsoring health insurance offer CDHPs, the studies are small and focus on immediate cost savings rather than long term effects. In 2003, Aetna introduced its first CDHP to enrollees in its PPO plan. Those who switched had lower overall health costs, reduced facility-based services, and increased reliance on generic drugs. A similar study of employees at the University of Minnesota showed that total medical expenditures in the CDHP were lower than those in the PPO, but higher than the HMO. Employees in the CDHP had reduced out-of-pocket expenditures as a result of shifting to cheaper drugs and increasing their use of the nurse hotline. However, the employer’s total costs actually increased, perhaps as a result of increased utilization and expenditures associated with both in-patient and out-patient hospital services. These studies indicate CDHPs have the ability to reduce consumer expenditures and utilization in the short run, but researchers quickly point out that conclusive results require evaluation of large-scale enrollment over many years.

In the long term, CDHPs may actually increase health costs through self-selection

Traditional health insurance has been based on the concept of pooled risk, meaning many diverse consumers are grouped together and share the risk that any one person will need treatment. The healthy subsidize the sick, knowing that at some point they may become ill and require health care services themselves. However, when enrollees are given the choice of plans with different benefit levels, there is concern that they will become grouped by health status. This selection pattern, often described as adverse selection, is used to explain skyrocketing premiums caused by insurance pools with highly correlated health risk. The resulting high premiums will encourage some consumers to drop insurance coverage altogether or shift to leaner and cheaper benefit plans.

Unless employers offer CDHPs as a single replacement health plan, consumers who do not find cost-sharing mechanisms appealing will remain in their original HMO or PPO, or forgo insurance altogether. The low premiums of CDHPs will likely attract young, healthy consumers, who will switch out of the comprehensive HMO or PPO plan despite the corresponding reduction in benefits. Those who remain in the comprehensive plan will be older, sicker, and afraid of possible high-cost health expenses. These older, sicker enrollees cost the insurance companies more on average. To compensate for the higher proportion of risky consumers, insurance companies will be forced to increase premiums again, encouraging the remaining relatively healthy people in the pool to switch to the catastrophic plan. This pattern of shifting enrollment and increasing premiums is often referred to as a “death spiral.”

Though CDHPs are touted as a solution to rising premiums, they may in fact exacerbate the problem.

Research studies of CDHPs indicate fears of self-selection are well founded. A study of employees at the University of Minnesota showed that those with pre-existing chronic conditions were more sensitive to insurance premiums and tended to prefer the PPO plan over the CDHP. The Federal Employee Health Benefits Program also showed that early adopters were more likely to be young and healthy. A simulation of out-of-pocket spending showed that those who are moderately sick will spend $6,000 per year out-of-pocket on average, in contrast to healthy enrollees who saved $495 in the HSA annually.

CDHPs are a boon to the wealthy and harmful to the poor

Multiple studies of CDHP offerings have shown that employees with higher incomes are more likely to enroll. One analysis found that employees with incomes over $80,000 per year were twice as likely to enroll as those who earn less than $80,000. A possible explanation is that higher-income individuals may be less concerned with the gap between the health savings account and the deductible, and therefore are unlikely to change their spending habits in the face of cost-sharing. Another hypothesis is that wealthy employees may view the HSA as a retirement savings tool, where pre-tax funds can be invested and withdrawn after age 65 for non-medical spending without paying the 10% penalty.

Some researchers argue that consumer-driven health plans will force low-income individuals and families to reduce consumption of preventive services, increasing the risk of dangerous and expensive chronic conditions in the future. On the surface the RAND HIE seems to refute this claim. The study found few statistically significant differences in behavior between income groups, however low-income consumers were allocated a Participation
Incentive limiting out-of-pocket costs to 5, 10, or 15% of income. Despite the capped out-of-pocket expenses, the health of low-income populations without insurance have much worse health outcomes that those with health coverage, indicating there is some level of cost-sharing which has a harmful effect on health. An analysis of various prototypical CDHPs found that, if enrolled, almost 50% of families living below the poverty line would face out-of-pocket costs exceeding 10% of their income. Insurers should be cautious when designing CDHPs to ensure cost-sharing does not harm low-income consumers.

Cost-sharing may be the future of health care, but how much and for whom?

The RAND HIE was the first study to prove that some amount of cost-sharing reduces health expenditures. Though often cited in support of CDHPs, the results of the study are no longer directly applicable. Today innovative technology, the mounting burden of chronic disease, and the introduction of personal health savings accounts complicate health care pricing and consumption.

With the growth of health costs still outpacing inflation, health plans will continue to reduce premiums through moderate co-payments and deductibles. A 2005 study by the Kaiser Family Foundation found more than half of all employers offering some form of CDHPs grows, researchers will need to investigate the effect on total health expenditures in the long run to prove that this form of consumerism is a viable solution to our health care crisis.

Endnotes
2 Kaiser Family Foundation and Health Research and Education Trust. Employer Health Benefits 2006 Annual Survey.
10 Kaiser Family Foundation and Health Research and Education Trust. Employer Health Benefits 2006 Annual Survey.
20 Kaiser Family Foundation and Health Research and Education Trust. Employer Health Benefits 2005 Annual Survey.
Does Your Legislator’s Sex Matter?
Marianne A. Ferber and Michael Brun

Feminists and other promoters of democracy have advocated for women’s right to vote and for their expanded representation among public officials for several reasons. One is fairness: all adults should have the opportunity to participate in governing, and in determining who governs, commensurate with their capabilities. Another reason is that arbitrarily excluding some groups from standing for office reduces the pool of talented individuals among whom voters can choose.

Some, however, also believe that women bring a different perspective to public policy issues. As political scientist Susan Carroll says, “Most feminists view the election of more women as a means for social change and not merely an end in itself.” In fact, there is evidence that women are more concerned with interpersonal relationships, more often emphasize the importance of caring for others and are generally “less militaristic, … more often opposed to the death penalty, more likely to favor gun control, more likely to favor measures to protect the environment, more supportive of programs to help the economically disadvantaged, less critical of government, [and] more critical of business” than men. The reason most often suggested for these differences is that women are more involved with raising children as well as caring for the sick, the disabled, and the elderly, and are therefore likely to have different priorities for social and economic policies.

The first two reasons for enfranchising women are no longer in dispute in most parts of the world, but there is little agreement on the third. Critics can and do cite women who have been heads of state during the last half century, such as Indira Gandhi, Golda Meier and, most particularly, Margaret Thatcher, who are not noted for their advocacy of generous social policies, nor for being pacifists. On the other hand, Prime Ministers Gro Harlem Brundland of Norway, Virginia (Vidgís) Finnbogadottir of Iceland, and Jenny Shipley of New Zealand, though not as well known as the three “women warriors” mentioned above, were much closer to the ideal “woman ruler” that feminists envision. As for the three most recently elected women executives, Angela Merkel, Chancellor of Germany, Ellen Johnson-Sirleaf, President of Liberia and Michelle Bachelet, President of Chile, it is too early to determine the direction they will follow. In any case, we would argue that women who have succeeded in becoming heads of state in a world still largely dominated by men are hardly representative of most women. Therefore we believe that it is more useful to examine the considerably larger number of women in parliaments in order to gauge the effect that a substantial representation of women is likely to have on government.

Studies performed at the level of the general electorate provide useful information about the effect of the enfranchisement of women on government expenditures. More than two decades ago economists Allan Meltzer and Scott Richard demonstrated that as the income of the “decisive voter” declined relative to the mean, the size of government increased. More recently, Burton Abrams and Russell Settle and John Lott and Lawrence Kenny, building on these results, showed specifically that the enfranchisement of women, who tend to have lower incomes than men and who presumably “benefit more from various government programs that redistribute income” had this effect. These economists further concluded that women were merely acting in their own self-interest.

Many feminists, however, while readily acknowledging that female legislators often promote policies to help women, reject the view that this is their sole concern. Many of the policies women support equally benefit men, and others primarily benefit children. Moreover, many policies favored by women are likely to benefit particularly men. For instance, women are more inclined than men to oppose capital punishment although a substantially larger proportion of people who are executed are men. Women are also less likely to support militarism, although women are rarely drafted. Further, in households where husbands and wives are in control of their own incomes women spend a substantially larger share of theirs on children than men do.

Hypotheses and Results
There is by now a substantial literature that examines the effect that the increasing proportion of female
A greater representation of women in parliament leads to a larger share of expenditures on health and education.

Our interpretation of the results of a regression with EH as the dependent variable (see Regression 1 in the Appendix) is that even after the higher percent of GNI spent on education and health as GNI/capita rises is accounted for, a greater representation of women in parliament leads to a larger share of expenditures on health and education. As to the magnitude of the effect, our calculations suggest that if women occupied an additional seventh of the seats in parliament, then ceteris paribus an additional one percent of GNI would go to public spending on health and education. On the other hand, there is no evidence that income distribution (TT) or military expenditures (M) have any significant effect on education and health care spending.

Not surprisingly, a similar equation proved useless for explaining variations across countries in military expenditures (see Regression 2 in the Appendix), and all but one of the variables in this regression failed to achieve statistical significance, as did the equation as a whole. Most likely geopolitical considerations trump the social and economic factors of the type we examine. There was, however, one variable that was statistically significant in the otherwise insignificant equation: the percent of women in parliament. This provides evidence that a higher percentage of women in parliament leads to a lower percentage of GNI spent on the military, in marked contrast to the results for spending on education and health care. These results are presented in the appendix as a simple regression that is statistically significant.

We then go one step further and reverse the implied causal relation between per capita GNI (again in dollars adjusted for PPP) and the other variables in our model. In effect we are now exploring the impact of women legislators and expenditures on health, education, and the military on the average income of a country (see Regression 3 in the Appendix).

We interpret these results as showing that if women were to win an additional seventh of the seats in parliament, ceteris paribus, GNI/capita would be expected to increase by almost $3000; if the share of total income going to the top 20% of earners were to drop by ten percentage points, GNI/capita would be expected to increase by almost $4000; and finally, if public expenditures on education and health were to rise by one percentage point of GNI, GNI/capita would
be expected to increase by almost $2000. The share of military spending, however, appears to have no impact one way or the other.

Of course, it is risky to draw policy conclusions for individual countries about effects over time from cross-section studies. Even so, it is noteworthy that our results are consistent with the conclusion that public expenditures on education and health are investments in human capital that contribute to higher incomes rather than diversions that lead to lower incomes, and that higher income inequality does not to lead to higher but rather to lower average income. Hence, to the extent that a larger representation of women in parliament leads to greater expenditures on these items and greater income equality, it may well be conducive to higher average incomes.

The results of these investigations shed a good deal of light on the effects a larger proportion of women legislators tends to have on the economy but they do not help to answer the question whether women are simply concerned with improving their own economic position as neoclassical economists would claim. Even women's lesser enthusiasm for military expenditures can be viewed either as selfishly feeling less need for the best possible weapons systems because they are less likely to be involved in fighting, or perhaps as simple disinterest in an institution with which they feel no great involvement. Though it could equally well be seen as selflessly opposing military ventures even though women are not likely to be drafted and therefore not likely to bear as much of the cost as men.

In order to resolve the question whether women are more likely than men to support legislation that clearly benefits primarily others rather than themselves we first investigate whether they favor more foreign aid (FA) than men do. For the purpose of determining the relationship between women legislators and foreign aid (in U.S. cents per capita per day) we use a far smaller sample of 21 countries, each of which has been donating significant amounts of foreign aid (see Regression 4 in the Appendix).

We find that for a given level of per capita GNI adjusted for PPP, a ten percentage point increase of women in parliament leads to a roughly $7.30 increase in foreign aid per capita per year; and for a given percent of women in parliament, a $2000 increase in per capita GNI, leads to a roughly $3.65 increase in foreign aid per capita per year. In perspective, this would add respectively 85% and 43% to current annual U.S. per capita foreign aid of $8.54; it would add just under 10% and 5% to the current annual Norwegian per capita foreign aid of $76.79 and around 18% and 9% to Sweden's per capita foreign aid of $43.21. It should be noted that since the predicted increase is in the form of a lump sum, the percentage increase predicted will be greater in countries currently offering lower levels of per capita foreign aid.

Last, we investigate whether women are more inclined than men to oppose the death penalty, although the vast majority of people who are executed are men. When we divide countries into those that have abolished the death penalty entirely, have abolished it for all ordinary crimes, plus countries that have not executed anyone for at least 10 years, and countries that retain and practice the death penalty we find that the average percent of women in the parliaments of the 80 countries that no longer use the penalty is 22.2, while it is only 15.0 in the 40 countries that do.

Thus, the fact that countries with a higher proportion of women in parliament tend to offer more foreign aid on a per capita basis and use the death penalty more sparingly, although neither of these policies specifically impacts women's own wellbeing, leads us to conclude that more is involved than merely women's self-interest.

Conclusions

This paper provides evidence that the relationship between the proportion of women legislators and government spending, previously found for a limited number of countries, and for some jurisdictions within countries, also holds across countries throughout the world. More specifically, public expenditures on health and education tend to increase as the proportion of women in parliament increases. This relationship is not only statistically significant but of a magnitude worthy of serious attention. If an additional seventh of seats in parliament were to go to women, the model predicts increases in spending on education and health care on the order of one percent of GNI, or roughly 20% of previous expenditures. There is also some evidence that the opposite is true for military expenditures. Further, when we explored the reverse causal relations, we found that higher expenditures on health and education, higher levels of representation of women in parliament, and lower levels of income inequality are associated with higher levels of GNI/capita. Hence the policies women favor, some of which undoubtedly benefit them, do not do so at the expense of growth, but rather succeed in promoting it. Since expenditures on health and education are investments in human capital, the existence of such a “virtuous circle” should afford no
great surprise—but to date this view is far from “conventional wisdom.”

Finally, although there can be no doubt that electing greater proportions of female legislators often results in programs and laws favorable to women, we provide evidence that parliaments with higher proportions of women legislators also provide greater support for humanitarian legislation that has no obvious relation to women’s simple self-interest. This most likely reflects not only the preferences and efforts of women legislators, but also the preferences of citizens who vote for them. Neoclassical economists and other devotees of unfettered private enterprise find this difficult to accept, given their faith in Adam Smith’s famous dictum that it is by pursuing their own gain that individuals promote the good of society as if “led by an invisible hand.” They might be more willing to recognize that women and even men can be genuinely altruistic if they broadened their horizons by also reading Smith’s Theory of Moral Sentiments. For there Smith says, “How selfish soever man may be supposed, there are evidently some principles in his nature, which interest him in the fortune of others, and render their happiness necessary to him, though he derives nothing from it, except the pleasure of seeing it.”

Endnotes
3. “Ecofeminists” even argue that “women possess a supra-material bond with nature that endows them with a privileged understanding of the environment and an innate ability to care for it” (Zein-Elabdin, 1996, p.929) and to the extent that women are less corrupt than men (Swamy, Knack, Lee and Azfar (2001)) they may be more willing to speak out about shabby business practices even at the price of losing financial support.
4. Ramirez, Soysal, and Shanahan (1997, p. 735) suggest that the enfranchisement of women has become part of a new model of political citizenship on which authentic nation-statehood is now predicated.
5. Burk’s (2005, pp. 65-66) comment that women who have risen to the top in the business hierarchy have managed to do so because they are more interested in holding on to power and accumulating more of it than in remaining loyal to their earlier values is relevant here. Meltzer, Allan H. and Scott F. Richard, “Tests of a Rational Theory of the Size of Government” Public Choice 41 (1983): 403-18.
6. Taking advantage of an opportune natural experiment, found that government expenditures, particularly expenditures on welfare programs, increased substantially in Switzerland after women obtained the right to vote in 1971.
7. Lott and Kenny explain that even women married to wealthy men are likely to be aware that in case of divorce they cannot expect to recoup the full compensation for their family-specific investments through alimony. They do not spell out why women tend to make family-specific investments while men acquire skills valued in the labor market. Some may agree with traditional proponents of essential differences between males and females, such as Tiger and Fox (1971) or with the views expressed far more recently by Lawrence H. Summers, president of Harvard University that innate differences between men and women might explain differences in their careers.
9. Carroll (2001b). Women might also be expected to favor government programs that help people in need because they tend to be more risk averse than men (see, for instance, Charness (2004); Falaschetti (2003); Gupta, Poulsen, and Villieux (2005)) and would be more inclined to want to have safe guards in place should they need them.
12. We note that women’s greater involvement with children is thought to explain their greater concern for the environment that is so crucial to the wellbeing of future generations (Warren, 1997), even though we do not look at this issue here.
29. While in countries with two chambers the representation of women in most cases is somewhat higher in the lower chamber, the average for the two is not very different, 14.2% for the former, 14.6% for the latter. (The data we use were compiled by the Inter-Parliamentary Union on the basis of information provided by National Parliaments no later than March 2003.)
30. A plausible explanation for this is that in these instances public expenditures are, to a great extent, substitutes for private expenditures and apparently are more efficient. Appendix Table 1 provides evidence that this is the case when we compare life expectancy and infant mortality in the U.S., which spends far more on health care per capita than any other country, but where 55% of health expenditures come from the private sector, with those in a number of other economically advanced countries where health expenditures are largely publicly financed. To this we would add that when compared to all countries for which data are available, the U.S. ranks 28th in life expectancy for women, 94th in life expectancy for men, and for infant mortality is tied
for 36th place with Hungary, Poland, and the United Arab Emirates.

20 Source for data on foreign aid: Rasmusen Weblog: Countries’ Generosity with Foreign Aid: Dreznier Post (www.rasmusen.org/x/archives/000368.html, last accessed 9-26-06.

21 Data for the death penalty were obtained from the internet, ENCARTA, Capital Punishment Worldwide. If we excluded six countries where there are relatively large percentages of women in parliament (Rwanda 48.8%, Cuba 36.0%, Afghanistan 27.3%, Iraq 25.5%, China 20.3%, and North Korea 20.1%), but the parliament clearly has no real influence, the contrast would be even more striking.
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Appendix

Regression 1
EH = 4.014 + 0.0000154*GNI + 0.0739*W + 0.0124*TT + 0.103*M
N = 108 Adjusted R-square = 0.432

Regression 2
M = 2.66 – 0.0327*W
N=108 Adjusted R-square = 0.035

Regression 3
GNI = 11,485 + 202.46*W -384.57*TT + 0.070*M + 1840.3* HE
N = 108 Adjusted R-square = 0.499

Regression 4
FA = -16.5 + 0.21*W + 0.000484*GNI
N = 21 Adjusted R-square = 0.44

* indicates a significance level between 1% and 5%.
** indicates a significance level below 1%.

### Table 1

<table>
<thead>
<tr>
<th>Canada</th>
<th>France</th>
<th>Germany</th>
<th>Japan</th>
<th>Switzerl.</th>
<th>UK</th>
<th>U.S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health Spending</td>
<td>9.9</td>
<td>10.5</td>
<td>10.9</td>
<td>8.0</td>
<td>11.6</td>
<td>8.3</td>
</tr>
<tr>
<td>As percent of GDP (1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Life expectancy for women (2)</td>
<td>82.8</td>
<td>82.7</td>
<td>80.5</td>
<td>83.4</td>
<td>82.3</td>
<td>80.2</td>
</tr>
<tr>
<td>Life expectancy for men (2)</td>
<td>76.1</td>
<td>74.8</td>
<td>74.0</td>
<td>77.0</td>
<td>75.8</td>
<td>74.7</td>
</tr>
<tr>
<td>Infant mortality Per 1,000 births (2)</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Sources: (1) OECD Health Data 2006, June 2006. (2) Internet, Differences in the life expectancies of the sexes in various countries in the world.

### Table 2

<table>
<thead>
<tr>
<th>Percent of Women in Single House or Lower House</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nordic countries</td>
</tr>
<tr>
<td>North America</td>
</tr>
<tr>
<td>West Indies, Central and South America</td>
</tr>
<tr>
<td>Europe excl. Nordic countries</td>
</tr>
<tr>
<td>Asia</td>
</tr>
<tr>
<td>Sub-Saharan Africa</td>
</tr>
<tr>
<td>Pacific</td>
</tr>
<tr>
<td>Middle East and North Africa</td>
</tr>
</tbody>
</table>

Data compiled March 28, 2003 by the Inter-Parliamentary Union
Based on information provided by National Parliaments.
Private Educational Services: Whom Does the Market Leave Behind?

Matthew Steinberg

The No Child Left Behind Act of 2001 (NCLB) was signed into law by George W. Bush in January 2002, a reauthorization of the Elementary and Secondary Education Act (ESEA) of 1965. NCLB broadens the federal monitoring of state accountability, imposes new federal requirements for annual testing of students in grades 3-8, and sanctions districts and schools that do not make adequate yearly progress (AYP). NCLB is also marked by a shift toward market-based solutions. The Supplemental Education Services (SES) provision of NCLB is a federally mandated intervention for Title I schools that fail to meet yearly performance benchmarks. NCLB defines SES as “additional academic instruction designed to increase the academic achievement of students in low-performing schools” and stipulates that these services must be provided “outside the regular school day.” The SES provision essentially creates a market for tutoring services for students in failing Title I schools.

On the supply side of the market SES providers may take the form of public- or private-sector companies that are approved by the state, such as public schools, charter schools, local education agencies, educational service agencies and faith-based organizations. Private-sector providers may either be nonprofit or for-profit entities. Services include tutoring, remediation, and other academic instruction.

On the demand side, any low-income student is eligible for SES services if he or she is enrolled in a Title I school that has not made AYP for three years or more. As the text of NCLB explains, “Eligibility is not dependent on whether the student is a member of a subgroup that caused the school to not make AYP or whether the student is in a grade that takes the statewide assessments.”

As the SES mandate now enters its fifth year of implementation, the SES market has shown signs of information asymmetries. Weimer & Vining (2005) explain that a market fails due to information asymmetries when “the buyer and the seller in a market transaction have different information about the quality of the good being traded.” In the case of the SES market, buyers are often required to transact with incomplete information. SES firms do not advertise or publicly certify the hourly per student price that they charge the school district; this omission directly affects the total number of tutoring hours available to eligible students. Firms do not provide information on whether (and in what way) their tutoring curriculum is aligned to state learning standards; this omission has implications for whether the services of tutoring companies enhance a student’s ability to meet state-prescribed performance benchmarks. Under the current design of the supplemental services provision, SES firms are not required to report performance outcomes in raising student achievement; this omission makes it nearly impossible for buyers to make meaningful performance comparisons across firms. In addition, SES firms are not required to provide operational and financial data to the public, beyond a very cursory summary of operations posted on state department of education websites.

As a result, parents of children in Title I schools with consistently failing performance—the proposed beneficiaries of free after-school tutoring—ultimately bear the burden

Matthew Steinberg is a graduate student at the La Follette School of Public Affairs at the University of Wisconsin-Madison, and is interested in the intersection of markets, privatization and education policy. Portions of the analysis presented in this article are from a larger study of privatization for which the author is a graduate researcher (see Burch, P., Steinberg, M., and Donovan, J. 2006).
of finding the best product for their children. Unfortunately, these parents are expected to make decisions about additional academic instruction for their children in the context of very incomplete information. The information asymmetries of the SES market not only constrain buyers, they constrain the public as well. Policymakers are unable to fully assess the performance of SES providers toward the goal of increasing student achievement in some of the most resource-strapped schools in the nation.

The SES Market

A Local Education Agency is required under NCLB to use up to an amount equal to 20 percent of its Title I, Part A allocation to cover costs related to the intra-district choice requirements, including SES. With the amount of funds available for supplemental education services tied to the number of Title I schools who fail to make AYP for three consecutive years, the market for SES providers is expanding on both the demand as well as the supply side of the market. Between fiscal years 2001 and 2005, the amount of federal funds available (though not necessarily used) for supplemental education services increased by 45 percent from $1.75 billion in FY 2001 to approximately $2.55 billion in FY 2005. This growth in the total federal allocation for SES represents a growth in the demand for supplemental services at the national level.

In response to this growth in the demand-side of the SES market, entry into the SES market by tutoring companies has risen dramatically. Nationwide, the number of approved providers increased from 997 in April 2003 (the first full year of implementation) to 1,859 during the 2005-06 academic year—an increase of 86.5 percent. On the supply-side, expansion in the SES market is illustrated by the revenue gains at some of the largest national SES firms. For example, Plato Learning, an approved provider in 45 states during the 2005-06 academic year, saw revenues increase by 91 percent from 2002 to 2004. Education Station, providing SES in 33 states, experienced revenue increases of 402% from year-end 2003 to year-end 2004. In dollar terms, Educate Inc.’s NCLB business earned $5.5 million in 2003 and $27.6 million in 2004. Princeton Review, approved SES provider in 29 states, saw revenues in its K-12 Services division increase by 178% from 2002 to 2004.

Information Asymmetries: Implications for the Quality of SES

The availability of capital in the SES market has increased the number of SES firms approved to provide tutoring services across the country and has supported robust revenue growth for many of the largest tutoring companies. Moreover, NCLB positions SES providers outside of the traditional bureaucracy inhabited by failing public schools, endowing these companies with the flexibility of free-market agents to make entry and exit decisions regarding the public education market. Proponents of market-based solutions perceive SES providers to be immune to the inefficiencies that have plagued our nation’s public schools.

However, in an era of standardization as the benchmark of accountability, the dearth of formal measures to evaluate the performance of SES providers has significant efficiency and equity implications for student achievement. Private companies are often considered more efficient providers of supplemental services; this assumption is predicated on the idea that the goal of private companies is to maximize profits through active management of costs in delivering educational services. Implementation issues have arisen, however, that challenge the validity of this assumption, spotlight structural inefficiencies in the delivery of supplemental services, and cast a shadow over revenues earned by SES firms as a result of unequal information afforded to parents and children, the intended consumer of supplemental services.

Curriculum & Instructional Strategies

Among the top three SES providers by states approved in 2005-06 (Plato Learning, Failure Free Reading, and Huntington Learning Centers), there is significant variation in the curriculum that each company offers to students receiving supplemental services (See Table 1). The variation in the programs offered among SES providers is only one objective of the SES provision. Indeed, the Federal guidelines indicate that districts “should strive to identify more than one supplemental educational service provider” for eligible schools. Consumer choice, however, is limited not only by the inaccessibility of information on curriculum differences across SES providers but also, and perhaps more critically, by the absence of formalized metrics in which to compare the efficacy of different curricula in terms of students’ individual learning needs.

Some companies (Newton Learning, Education Station, Princeton Review, and Kaplan) advertise the alignment of their curriculum to state standards. Two issues are implicit here. If each state has different learning standards, and a company is using the same curriculum materials in all the states in which it is an approved provider, to what extent is
this curriculum actually aligned to individual state standards? In some states the curriculum used by the SES provider will be better aligned than in other states, which introduces equity considerations in the delivery of these services. Second, how does a company proceed with the alignment of its curriculum to state standards? The companies provide no information on which states they are aligning their curriculum to (perhaps as a benchmark), nor the procedures they might use to do so.

Although NCLB describes the importance of curricular alignment with state education standards (noting that “the instructional content and methods of a potential provider must...share a focus on the same State academic content and achievement standards and be designed to help students meet those standards”10) there is little, by way of quantitative measures, in the federal regulations that outlines how to assess the compatibility of a provider's proprietary instruction with state learning standards. Inequities are the result, due in large part to the disconnect that exists between the curriculum taught by the SES providers and the learning standards of the states in which the providers operate.

**Operational Costs Affecting Quality of Services**

As the demand-side expands, SES firms have experienced significant revenue growth. With competition for district and school contracts intensifying, however, these firms can expect to face rising costs. As reflected in Table 2, each company has a pattern of rising operating costs and decreasing operating profit margins. Firms are experiencing declining profits relative to increasing revenues, indicating that, among this sample of SES providers, economies of scale do not exist (at least thus far) in the supplemental services industry. In order to maintain acceptable levels of profit while remaining competitive in the SES market, firms must actively manage their operational costs. This cost containment strategy has direct implications for the quality and effectiveness of services provided to students.

Some SES providers are offsetting rising operational costs by charging higher hourly rates for their services. A firm providing SES can charge the local school district any hourly per-student rate; in fact, the federal guidelines allow for such pricing differences, noting that districts “should avoid arbitrarily setting uniform pricing or hourly rates.”11 For example, hourly per student rates charged by SES providers in one large Midwest district in 2004-05 ranged from $25/hour per student to $80/hour per student. Each SES provider within a district earns the same total per-student allocation when a student enrolls and attends their program, regardless of the quality or quantity of tutoring services provided. This reveals a fundamental violation of the principles of the competitive market. If the SES market were truly competitive, firms would disclose and compete on the per-pupil price. SES firms, however, do not advertise the hourly rates that they charge. This leaves parents a choice among programs whose cost structures are hidden. While each parent, by enrolling their student for supplemental services, receives the same per-student voucher amount, the actual per-student costs differ substantially among SES providers; the differences in cost structures lead to wide variation in the total hours of SES provided by each firm.

While the design of SES intends to assure the provision of high quality services to children, the presence of information asymmetries in the SES market limits the access to and effectiveness of quality after-school instruction delivered to at-risk students. Some policymakers at the state level are beginning to build accountability into the SES market, but further progress is needed.

**Policy Recommendations**

SES seeks to address the achievement gap that exists between low-income and minority students and their middle-class counterparts. Furthermore, SES provides free tutoring to students who otherwise would not be able to afford additional academic services. While these goals are laudable, imputing a private tutoring market into public education raises a number of efficiency and equity concerns; in fact, the SES market-based solution may have adversely affected the very students it was intended to benefit. If federal legislation should continue to mandate SES for Title I schools that have failed to make AYP for three consecutive years, a number of amendments to the existing policy ought to be considered.

**Greater Transparency around SES Provider Operations**

The SES policy should be amended to assign greater accountability to the tutoring companies and private vendors that have thus far profited from the SES market. In order to mitigate the information asymmetries present in the SES market, a clearinghouse/monitoring agency should be established to certify the operations of private SES providers. This agency would mandate that approved SES provider firms submit annual audited operational and financial statements for public review.

These audited statements would provide a detailed
description of the curriculum that individual SES firms are implementing in each state and district in which they operate. Firms would be required to describe how they align their curriculum to state learning standards and proficiency exams. Firms would also be required to describe hiring and training practices for their teachers/tutors, and the specific qualifications and credentials that they require of these teachers/tutors. This is especially important as a form of comparison across SES providers, since the current federal guidelines do not require SES providers to hire ‘highly certified’ teachers (as is the requirement in all public schools). Furthermore, firms would be required to describe the teacher-student ratios employed as part of their program, as well as how these ratios might be maintained across school sites where demand may differ.

Finally, tutoring companies would be required to report detailed performance data, describing how their curriculum increased student performance through a rigorous value-added methodology established and certified by the SES clearinghouse/monitoring agency. This performance data would allow for valid cross-provider performance comparisons.

**Increased School Participation**

The SES policy should be amended to strengthen the capacity of local school districts by allowing schools to participate in the SES market. At present, local schools whose students are eligible for SES are themselves prohibited from providing SES to their students. While the underlying theory behind the SES provision is that schools that have not met AYP have failed thus far to increase student achievement, the current arrangement, which allows outside vendors to use school space, establishes an inherent conflict between school practice and private companies.

Schools should have the option to partner with (and not just open their doors to) outside vendors as consultants, recapturing the Title I funds that would otherwise be removed from the school budget, and re-dedicating these funds to refining instructional practice within the school. Schools could utilize the technological infrastructure of private companies to enhance their ability to better identify the learning needs of struggling students, while seamlessly integrating tutoring services into the school curriculum. Linking these additional services to the regular school day might enhance the efficacy of the SES program, as well as better address the local needs of individual struggling schools.

**The Federal Government’s Role**

As mentioned, the federal government would establish a monitoring agency to establish performance metrics. The agency would create pre- and post-tests specific to each state’s learning standards, and would require SES providers to administer these tests to their students. The agency would also standardize the methodology behind which SES firms report their performance data. By formalizing common evaluation procedures and standardizing state-specific SES tests, greater transparency would exist in comparing the value-added performance of SES firms.

Furthermore, the agency would create incentives for local community organizations and private firms to partner with local schools to provide SES outside of the immediate school site. This would expand parents’ options for available providers outside of those who capture the limited space at school-sites. In addition, by supporting the cooperation of local civic organizations and private firms with local schools, after-school tutoring efforts could be better linked to raising student achievement and building community capacity.

**Educational Privatization and SES - The Jury is Still Out**

This paper has argued that the introduction of market-based solutions to address problems endemic in public education can have unintended and adverse consequences for the students for whom the policy was created to benefit. Is it the case then that private markets adversely affect educational outcomes? I believe that only by rigorously evaluating the value added by private firms within the context of the public education sphere can we begin to arrive at this answer. For now, we must move to establish and implement reliable metrics and standards for identifying whether private companies are successful or not in raising student performance.

By extension, is a policy mandating supplemental education and tutoring services to low-income students a legitimate means of supporting and increasing student achievement? Any program that offers (not mandates)
**Table 1: Sample of National SES Providers**

<table>
<thead>
<tr>
<th>SES Provider</th>
<th># of States Approved</th>
<th>Sector</th>
<th>Curriculum</th>
<th>Staff &amp; Training Practices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plato Learning, Inc.</td>
<td>45</td>
<td>Public (NASDAQ: TUTR)</td>
<td>Computer-based online instruction guided by teachers</td>
<td>Regular-school teachers support delivery of Plato curriculum</td>
</tr>
<tr>
<td>Failure Free Reading</td>
<td>40</td>
<td>Private</td>
<td>A combination of computer and teacher directed lessons</td>
<td>Regular-school teachers implement curriculum</td>
</tr>
<tr>
<td>Huntington Learning Centers, Inc</td>
<td>37</td>
<td>Private (franchise-owned)</td>
<td>Individual instruction at off-site center</td>
<td>Bachelor’s Degree Required Teacher Certification not required</td>
</tr>
<tr>
<td>Newton Learning</td>
<td>36</td>
<td>Private (Division of Edison Schools, Inc.)</td>
<td>Small-group instruction in school</td>
<td>Regular-school teachers deliver after-school instruction</td>
</tr>
<tr>
<td>Education Station</td>
<td>33</td>
<td>Public (Division of Educate, Inc. – NASDAQ: EEEE)</td>
<td>Small-group instruction in school (6-8 students)</td>
<td>Teacher's meet all state specifications related to NCLB’s ‘highly qualified teachers’ requirements</td>
</tr>
<tr>
<td>Princeton Review, Inc.</td>
<td>29</td>
<td>Public (NASDAQ: REVU)</td>
<td>Small-group instruction in school (6-8 students)</td>
<td>Princeton Review provides their own teachers for SES programs</td>
</tr>
<tr>
<td>Compass Learning, Inc.</td>
<td>14</td>
<td>Private (Subsidiary of WRC Media – formerly a public company)</td>
<td>Individual computer-based instruction</td>
<td>Teachers assess and monitor student during student's self-paced, project-based activities</td>
</tr>
<tr>
<td>Kaplan, Inc.</td>
<td>13</td>
<td>Public (Subsidiary of The Washington Post Company – NYSE: WPO)</td>
<td>Small-group instruction in school</td>
<td>Kaplan instructors who pass Kaplan's Teacher Development Program</td>
</tr>
</tbody>
</table>

**Table 2: Operational and Financial Trends of SES Providers**

<table>
<thead>
<tr>
<th>SES provider</th>
<th>Market strategy</th>
<th>Revenue trends a</th>
<th>Advertising cost trends b</th>
<th>Operating profit trends c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plato Learning, Inc.</td>
<td>Merger/Acquisition of online education platforms to expand software business</td>
<td>Revenues increased by 91% from 2002-2004</td>
<td>SG&amp;A ratio 60% in 2004</td>
<td>Operating profit margin declined by 85% from 2000-2004, even with increase of 34% from 2002-2004</td>
</tr>
<tr>
<td>Educate, Inc.</td>
<td>Created Educator Stations to meet market demand for SES provision Company looking to divest this business platform.</td>
<td>Revenues increased by 402% from 2003-2004</td>
<td>SG&amp;A ratio 13% in 2004</td>
<td>Operating profit margin remained at 8% in 2003 and 2004</td>
</tr>
<tr>
<td>Princeton Review, Inc.</td>
<td>Integrating existing business platforms to meet demand for SES</td>
<td>Revenues increased by 178% from 2002-2004</td>
<td>SG&amp;A ratio 94% in 2004</td>
<td>Operating profit margin declined by 59% from 2002-2004</td>
</tr>
<tr>
<td>Compass Learning, Inc.</td>
<td>Acquired by WRC Media, Inc. to expand media products into the Pre-K-12 research-based, technology learning market</td>
<td>Revenues declined by 6% from 2003-2004</td>
<td>n/a</td>
<td>Operating profit margin declined by 476% from 2003-2004</td>
</tr>
<tr>
<td>Kaplan, Inc.</td>
<td>Targeted states with largest share of SES allocation. Approved in 7 of 10 states with largest SES allocation (of the 13 total states approved)</td>
<td>Revenues increased by 55% from 2002-2004</td>
<td>n/a</td>
<td>Operating profit margin increased by 27% from 2002-2003, but declined by 5% from 2003-2004</td>
</tr>
</tbody>
</table>

---

*a* Revenue is the total amount of money received by an SES provider for supplemental services provided during a certain time period. Measures the amount of supplemental services that a particular company is providing.

*b* Advertising trends measured by the ratio of Selling, General and Administrative expenses to total revenue. Ratio is calculated by dividing the SG&A expense by total Revenues, and is a measure of the cost efficiency of supplying supplemental services. A higher ratio measure, the less efficient a company is in providing supplemental services.

*c* Operating profit trends measured by the ratio of operating expenses to total revenue. Ratio is calculated by deducting operating expenses (e.g. cost of goods and services, sales and marketing, general and administrative (SG&A)) from total revenues, and dividing the result by total revenues. Measures the profitability and performance of the SES provider. A higher ratio measure, the more profitable a company is in providing supplemental services.
additional and supplemental education services to at-risk students is worth supporting. The goal, however, is to refine the SES policy going forward. The policy should ensure that consumers—parents and students—are exercising their choice in the presence of complete information, and with awareness of the costs and benefits of each provider.

Endnotes
4 Total title I allocations have increased from $8.76 billion in 2001 to $12.74 billion in 2005 (source: U.S. Department of Education)
6 Changes in revenue calculated by the author. Sources: Plato Learning website (www.plato.com); Plato 2004 Annual Report (Form 10-K)
7 Changes in revenue calculated by the author. Source: Educate, Inc. 2004 Annual Report (Form 10-K)
8 Changes in revenue calculated by the author. Source: Princeton Review 2004 Annual Report (Form 10-K)
9 U.S. Department of Education, Supplemental Educational Services Non-Regulatory Guidance, June 13, 2005
12 This table appears in a companion piece. See: Burch, P., Steinberg, M. & Donovan, J. “Accountability and Supplemental Education Services: Market Assumptions and Emerging Policy Issues.” Paper presented at the 2006 Association for Public Policy Analysis and Management (APPAM) Fall Conference; November 2, Madison, WI
13 Source: www.tutorsforkids.org
14 Refers to whether the SES provider is a public-traded or privately-held company
15 This table appears in a companion piece. See: Burch, P., Steinberg, M. & Donovan, J. “Accountability and Supplemental Education Services: Market Assumptions and Emerging Policy Issues.” Paper presented at the 2006 Association for Public Policy Analysis and Management (APPAM) Fall Conference; November 2, Madison, WI
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IN JANUARY 2006, the California Public Utilities Commission (CPUC) and the California Energy Commission announced plans for the California Solar Initiative (CSI). The program represents the latest state-level initiative to increase the generation of renewable energy and to reach the ambitious renewable energy goals of the Renewable Portfolio Standard (RPS). The CSI program hopes to add an unprecedented amount of solar capacity—3000 megawatts (MW)—to California’s electricity grid by providing incentives for customers to install solar energy systems for their homes and businesses. With the CSI scheduled begin in 2007, California hopes that these incentives will create a long-term market for solar photovoltaic (PV) panels. CSI supporters claim that the creation of a stable and robust market demand for solar panels will increase PV production and improve production efficiency. They hope gains in production efficiency will decrease the cost of solar panels and will allow the PV market to operate without subsidies by the end of the 11-year program.

However, a careful look at the photovoltaic market suggests that, as currently structured, the CSI incentive program may not generate the demand levels that its promoters envision. Most notably, supply limitations for key manufacturing materials could generate price pressures that partially offset CSI incentives. Absent significant consumer demand, “learning curve” benefits from mass production may not be realized.

By focusing exclusively on photovoltaics, California misses a critical opportunity to promote the development of a broad range of solar technologies. An exclusive focus on PV may help fulfill the RPS goals, but it may not represent the best allocation of limited CSI funding. To better achieve the goals of the RPS, the CSI should expand eligibility to include all solar technologies, such as concentrating solar technologies. By prioritizing CSI incentives for systems that offer the highest energy yield, the CSI program could ensure that benefits are targeted toward projects that will help California reach its renewable energy goals.

Limits on PV “Learning Curve”

The CSI is designed to provide customer subsidies that gradually decrease over the 11-year life of the program. Benefit levels decline by 10% as state-wide installation targets, measured by megawatt capacity installed, are achieved. Benefits are expected to completely expire in 2016—at which point CSI advocates hope that reduced solar panel prices will generate sustainable demand levels.

PV supporters point to a long history of price decreases that they believe will continue in the future. Since the 1950s, the cost of PV has declined by a factor of 100.1 With the help of temporary consumer subsidies, CSI advocates believe that continued price reductions will soon make PV cost-competitive with other energy sources.

The CSI program assumes that price decreases in PV will be driven by economies of scale and the production “learning curve,” or advances enabled through the maturation of the production process. However, there is considerable uncertainty associated with the market effects of these production mechanisms, and this uncertainty could threaten the effectiveness of the CSI. PV technologies are not guaranteed to improve simply because of mass production or the learning that may come from mass production. While the CPUC has designed a 10% reduction in consumer incentives as solar energy generation targets are met, the market-driven reductions in prices that consumers face are likely to be smaller.

A study by Greg Nemet from the Energy and Resources Group at UC Berkeley argues that the learning curve’s effect in PV markets is limited.2 The substantial change in cost for PV in the last half of the 20th century was primarily driven by economies of scale and knowledge spillover, the spread of innovation in a given field. Unfortunately, these factors can be discontinuous and unpredictable, as was the case for PV during the 1970s and 1980s. During the 1970s, when silicon prices declined by a factor of 12, PV costs also declined rapidly. These costs declined much more slowly during the 1980s. Knowledge spillover will not cause lower

By focusing exclusively on photovoltaics, California misses a critical opportunity to promote the development of a broad range of solar technologies
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costs if firms do not share new production methods with their competitors. Finally, production efficiency may yield quality improvements that are passed on to customers in the form of higher prices.

**Potential Supply Shortages**

The most significant threat to the near-term commercialization of PV comes from the limited supply of processed silicon. Silicon, an essential material for PV systems, is a major influence on PV price—accounting for 12% of the cost reductions between 1981 and 2001. While silicon is widely available (making up about 26% of the earth’s crust) it must be refined and processed for use in solar cells. PV manufacturers traditionally rely on unused polysilicon by-product from semiconductor manufacturers. Due to increasing worldwide demand for PV—largely from Germany and Japan—processed polysilicon is growing scarce. Refinery capacity needed to meet this demand has yet to materialize.

In 2005, PV manufacturers met 80-90% of their production plans by tapping polysilicon stockpiles, but stockpiles are now being depleted. PV manufacturers are being forced to dip into the computer industry’s more refined, higher quality, and higher priced silicon, rather than rely on the silicon by-product of the semiconductor industry. Market experts report that polysilicon contracts are sold out through 2007 and only 60-65% of planned production will likely be met.

Since 2003, silicon prices have increased dramatically—from $20/kg in 2003 to $60/kg in 2005. In 2007, prices are anticipated to reach $80/kg and short-term prices could spike over $100/kg. Recent increases in the price of solar panels suggest that the silicon shortage is already having a significant impact on the cost of solar panels. Between 2004 and 2005, the price of solar panels increased by 13% and experts believe that this increase was largely driven by silicon prices.

Additional polysilicon refinery plants are needed to meet the recent surge in demand; however, building the additional silicon refineries needed in California is estimated to take 2-3 years. The lag in refinery capacity on top of the silicon shortage could hurt the market’s ability to meet demand, introducing more questions about how close the PV market is to broad commercialization.

The silicon shortage, and resulting price effects, could render CSI incentives ineffective in generating customer interest, which in turn would threaten the production efficiency gains that solar advocates hope to achieve. The U.S. Department of Energy projects silicon shortages to last until 2009 and that these shortages could prevent price cuts in PV from materializing.

Increases in the price of silicon are expected to result in higher prices for solar panels, which will counteract incentives to generate consumer participation. Absent strong consumer demand, production economies of scale and learning curve efficiencies will not materialize.

Similar supply limitations are encountered in the market for indium tin oxide (ITO), another key component to solar panel production. ITO is transparent and electrically conductive, making it ideal in use for coatings on solar panels. It occurs most frequently as an impurity in zinc deposits. Due to the relative low worldwide demand during the past few decades, there were few suppliers that specifically extracted indium from zinc. Beginning in 2002, however, a boom in the LCD industry led to a sudden and rapid growth in demand for ITO. Coupled with the small number of suppliers, the price of indium has since risen significantly. According to a study of indium supply and demand by AIM Specialty Materials, demand for indium is likely to outpace the supply of indium in the near future.

The average price for indium in 2003 was about $166/kg; as of July 2005, the average price for indium was as high as $970/kg. Additionally, the price of zinc is rising due to a relatively weak zinc market. Since indium is a byproduct of
zinc, its price is expected to rise along with zinc’s price. It is likely that a strong demand for indium will continue interminably, given the growth of the LCD and PV industries. Lacking a mature structure for indium collection and refining, the supply of ITO is likely to stay low. Increased ITO prices could further elevate the price of solar panels and further delay the development of a self-sustaining solar panel market.

Non-PV Alternatives

In light of the market realities facing photovoltaic technology, the CSI’s nearly exclusive focus on PV incentives is risky and unjustified. In order to capture the optimal benefits of solar energy, the CSI should shift its focus to include non-PV technologies. Many non-PV solar technologies are closer to market, more effective at generating energy, and generate larger amounts of energy than solar panels. Incentives for non-PV would push for the maturity of an alternative solar market, while making a significant contribution towards California’s renewable energy goals.

Non-PV technologies—particularly concentrating solar power technologies (CSPs)—rely on conventional raw materials rather than the specialty materials required by PV technologies. The production benefits of the learning curve and economies of scale apply to CSP technologies, but the supply risks associated with the specialized materials needed for PV do not. Some CSP technologies are nearer to commercialization than PV technology and would require smaller incentives to push these technologies to cost-competitiveness with fossil fuel sources.

Three leading concentrated solar technologies are solar trough, power tower, and Stirling dish technology. According to the California Energy Commission, CSP technologies have the potential to reach a capacity of approximately one million megawatts in California.

Solar trough technology

Solar troughs use parabolic reflectors to concentrate sunlight on water. Like a turbine engine, steam from the heated water drives an electric generator. Reports indicate that the electricity costs from trough plants range from $0.10-$0.12/kWh. Compared to the current costs of electricity from PV ($0.30/kWh), trough technology would need less push from the government to reach conventional generation costs, $0.03-$0.05 cents/kWh. Furthermore, there is low technical and financial risk for developing trough plants since trough technology has been used on a limited basis in California during the past 16 years. Over 350 MW of installed capacity from nine trough plants in California’s Mojave Desert are currently in operation. Given the low cost of trough plants, government incentives aimed at expanding commercialization could help trough plants reach cost levels comparable to that of traditional fossil fuel plants in only a few years.

Solar power tower technology

Solar power tower systems use mirrors to concentrate sunlight onto a power collector target, which can be used to store heat or generate electricity. This technology is a bit behind trough technology in terms of cost per kilowatt, but it still ranks ahead of PV. Several pilot plants recently tested, notably the ‘Power Tower’ in Australia, which is projected to generate 200 megawatts. Solar power tower has large-scale generation potential since it uses conventional, scalable technologies. The electricity cost of a 200 MW plant is estimated to cost around $0.06/kWh, which is much closer to conventional electricity costs than PV. Government incentives could be used to explore optimal production scale, and thereby develop production efficiencies.

Stirling dish technology

Stirling dishes use a parabolic dish to concentrate sunlight onto a collector, which captures heat to power a turbine engine. Among the major solar technologies, Stirling dish technology is the most efficient, reaching an efficiency factor of roughly 30%. In 2005, San Diego Gas & Electric and Edison International signed power purchase agreements to construct two 2 large (>300 MW) solar generating structures in Southern California. Edison International claims that its systems are approaching cost-competitive prices. While dish assemblies are currently $250,000 each, it is because “most have been handcrafted in sporadic lots of one or two units,” according to a recent Business Week article. Manufacturers estimate that modest production increases could yield cost decreases of 40%. With mass production, that number could drop again by 50%, suggesting that incentives for Stirling technology could generate large production efficiency gains.

Concentrating PV (CPV)

CPV systems use reflectors or lenses to concentrate sunlight on PV panels. Although still subject to the supply limits facing other PV technology, CPV might be a good
alternative to traditional flat panel PV because it does not require as much expensive solar cell material and generates higher efficiencies than traditional PV panels. CPV generate more energy per cell by using inexpensive optics to concentrate sunlight on solar cells. By requiring fewer solar cells, CPV systems can utilize higher-efficiency solar cells than that of traditional flat panels. Arizona already invests in CPV and Spain recently announced plans to build a 20-megawatt CPV plant.

Recommendations

California should consider modifying the CSI program to account for uncertainties in the PV market. The following recommendations would help provide incentives for the most promising solar projects and could make a significant contribution toward California’s renewable energy goals:

California should delay PV incentives for at least 2 years and emphasize incentives for non-PV technologies. California should delay PV incentives to avoid high silicon costs and take advantage of the solar PV's learning curve when market conditions are favorable. During this delay, California should make incentives available for other competitive solar technologies. Allocating incentives between PV and non-PV would recognize the benefits to distributive generation (DG), but ensure that California does not incur any unnecessary risk by depending solely on a decrease in PV costs. This policy would be in line with the CPUC’s goal to “demonstrate a long-term commitment to solar energy.”

The CSI size cap should be eliminated to encourage the development of central solar systems. Two caps presently limit the type of technologies that qualify for government incentives—the 1 MW cap on CSP technology and the 5 MW cap on PV and Solar Thermal Electric. Eliminating the size cap for CSI eligibility would recognize the advantages of large-scale (central station) solar generators. In Arizona, concentrating solar technologies have significantly contributed to the state’s RPS. Arizona requires its electric utility to generate 1.1% percent of its energy from renewables, with an additional requirement that 60% of that total come from solar energy. According to an Arizona utility manager, this goal helped push the utility toward central solar. The manager stated, “The RPS was a major catalyst for the solar trough project… we realized that we needed something on a large scale if we were going to meet the goals.”

Implement competitive solicitations. The CSI employs a first-come, first-served standard for awarding incentives. A competitive solicitation system, however, could generate greater quality improvements. Competitive solicitations would force projects to compete for approval on the basis of criteria like project cost, reliability, or efficiency. Competitive bids, along with an open and fair bidding process, would ensure that only the best projects receive subsidies. Additionally, competitive bids could help drive production efficiencies without prematurely endorsing a particular technology. To ensure that only the most effective systems receive funds, winning proposals could be selected based on energy generation, cost-effectiveness, or location. For example, New York’s competitive solicitation system was successful at targeting PV systems on commercial buildings. According to Ryan Wiser of the Lawrence Berkeley National Laboratory, New York’s approach “has the advantage of a high project completion rate and cost minimization—receptive sites are identified up front, removing one large barrier to project completion.”

Guarantee a limited pool of funds available exclusively for PV systems. To capture benefits from the different solar technologies, California should earmark some CSI funds exclusively for PV. Doing so would ensure that the distributive generation benefits of PV are not ignored and that a limited market for PV could be developed.

Conclusion

While photovoltaic technology is an attractive alternative to large fossil fuel plants, it is not clear that the CSI program will produce the necessary production efficiencies to make the technology cost-competitive with conventional energy sources. Several concentrating solar technologies appear to have more short-term commercial potential. The CPUC should focus its attention on developing incentives that target a broad range of technologies, rather than focusing all its efforts on solar panels. California should target solar projects that offer the largest energy-generating potential in order to help the state reach its renewable energy goals.
CA Photovoltaics - continued
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Courting an Efficient Bureaucracy: Lessons in Judicial Reform

Kate Harrison

A number of democracy building efforts that focus on judicial reform and the expansion of the rule of law are underway in the former Soviet Union and Central and Eastern Europe. Recent judicial reform projects in Armenia and Macedonia, performed under the auspices of the United States Agency for International Development (USAID) and the World Bank, and in which I participated, provide interesting case studies on the role of internal judicial management for successful judicial and, ultimately, democratic reform. While many academic studies have centered on the formal arrangements by which courts are established under a constitution or other laws, the projects examined here demonstrate that the judiciary’s effectiveness relies equally on its ability to independently and transparently manage its operations and build relationships with the other branches of government.

Although significant historical, ethnic and religious differences exist between the nations considered here, there are also many similarities in their histories: both were ruled by the Ottoman Empire for over 500 years, both formed part of a larger socialist nation for much of the 20th Century, and both achieved independence only very recently. Of particular relevance to enhancing the rule of law, the judiciaries of both Armenia and Macedonia have traditionally been weak institutions with little independence or accountability and very limited discretion. As in much of Western Europe, while the constitution identifies the Armenian and Macedonian judiciaries as a separate branch of government, they continue to fall administratively under the auspices of the Ministry of Justice and, thus, the executive branch. From an American perspective accustomed to the clear separation of the three branches of government, this arrangement in itself would imply that judicial independence is at risk and the judiciary is a weak institution. However, this is not necessarily the case. As pointed out by William Davis, in most Western European countries, sufficient protections for independent judicial decision making are in place and “...the trend is toward increasing the authority of the judiciary to administer its own activities ...”

On the other hand, in countries where a tradition of independent judicial decision-making does not exist, the centralization of power in the executive branch leaves the judiciary susceptible to undue government influence. Influence in individual cases can take the form of direct pressure. For example, judges may be asked to discuss cases with prosecutors (who also fall under the Ministry of Justice). More subtle forms of pressure may be applied to judges through appointment, promotion and threat of removal.

Macedonia and Armenia have come under increasing criticism for lack of transparency in judicial decision-making as well as inefficiency in judicial operations, reflected most clearly in the slowness with which cases are adjudicated. Reform in these areas is a common requirement for receiving donor funding and entering the European Union. Lacking institutional autonomy, however, the judiciary has little incentive to adopt internal reforms that would improve its effectiveness and efficiency. Treatment of the judiciary by the Ministry of Justice, which is tasked with providing managerial and policy support to the courts, ranges from benign neglect to hostility.

Underlying and compounding this weakness is the existence, or at least the public perception, of corruption in the judicial branch. Parties do not trust the courts and resolve many disputes privately. There are few, if any, avenues for the public to complain of unfair treatment by the judiciary. Lack of public confidence in the judicial system leaves the judiciary without allies to help achieve enhanced autonomy and resources. Judges and court staff themselves express a sense of fatalism, believing that improvements in the system cannot be achieved.

The Pillars of Successful Administrative Court Reform

The projects considered here focus specifically on enhancing the judiciary as an institution, viewing institutional reforms as precursors to larger changes in attitudes within and toward the judiciary. Establishing structures under which courts can operate independently, effectively, and transparently is a particular challenge in Macedonia and Armenia. Three essential pillars support these goals: (a) a comprehensive governance structure, (b) budgetary authority and competency, and (c) greater control...
over human resources. In Armenia and Macedonia, the judiciary is hampered by the absence of robust governance and management structures, extremely limited budgetary authority and resources, and unclear human resources systems. These challenges and the possibilities for reform in these areas are discussed below.

**Court Governance**

The United States federal judiciary and many state judiciaries have developed unified policy bodies, known as judicial councils, and centralized administrative offices of the courts to provide broad managerial and strategic direction for court operations, planning, and budgeting. In contrast, the judiciaries in Macedonia, Armenia and many other countries in the region have not functioned as unified institutions with strong internal governance. Often, no judicial management body exists. If there is one, it is weak, sparsely staffed and focuses primarily on research, with no direct control of judicial branch operations or budgeting.

In addition, because the courts are institutionally part of the executive branch, they have historically been responsible for adjudicating minor violations (such as parking offenses) and carrying out notary and customs duties that would elsewhere be handled by administrative agencies. These functions distract the courts from fulfilling functions for which they are uniquely responsible: protecting human rights and promoting economic and social stability through adjudication of criminal and civil cases. Long-term success in enhancing the reputation of the judiciary and obtaining increased appropriations requires that the judiciary communicate its vital role in a democracy and its programmatic and budgetary needs to the other branches of government and to the public. Developing and communicating this strategic vision requires a strong central administration.

Lastly, the Armenian and Macedonian judiciaries lack coordination in areas that would benefit from economies of scale or uniformity in policy, such as automation, human resources, and formalization of best practices.

**Approach**

In order to enhance the capacity and authority of judicial management bodies, we developed the structure, staffing and training plans for an administrative office of the courts. This office would have overall responsibility for (a) representing the judiciary in relations with executive branch and legislature, (b) preparing and defending the branch’s budgetary requests, (c) creating common human resources policies, and (d) collecting statistics to conduct research into court practices and means of improvement. Determining the optimal organizational structure of the office required us to clarify the judiciary’s proper role relative to other parts of government, and to consider economies of scale and the importance of policy consistency in determining the degree to which functions should be centralized.

The Macedonian judiciary made great strides by establishing a legal framework for judicial independence through the Court Budget Act and the creation of a branch-wide Court Budget Council (CBC). By creating a budget council with broad representation from the courts, the judiciary has ensured a stable basis for instituting significant budgetary and programmatic reforms. While it will initially focus on the budget process, the CBC has the potential to become a significant policy making body for the judiciary.

In Armenia, we developed a centralized capacity in the judicial management body to manage public information and educate the public about the importance of the judiciary. The project provided models from the United States and European Union member nations, in which the judiciary prepares an annual report detailing past accomplishments and future goals. The project also created plans for the organization and staffing of a public information office. Other recommended educational efforts included inviting legislators and representatives of the executive branch to visit the courts to see court operations and conditions first hand.

We also developed court-user surveys to assess perceptions of court access, equal treatment, and ease of understanding of court procedures. By collaborating with local law students, we were able to administer the survey to all parties leaving the courthouse during a one-day period. The results of the initial surveys served as a baseline to evaluate the impact of reforms made in the courts and provide a continuous and regular measurement of court performance. In order to encourage the courts to actively use the surveys as part of a continuous improvement strategy, and not view them as a tool to be used by the executive branch to criticize the judiciary, we shared the results for each court solely with that court and provided only a summary to the Ministry of Justice. This in itself was a radical departure from the ‘normal’ top-down relationship of the judicial and executive branches.
Budgeting

The Armenian and Macedonian courts have inadequate budgetary authority and severely constrained resources to carry out their functions. The courts lack funds to purchase even basic supplies and have very limited flexibility in the use of appropriated resources, impacting their ability to function effectively. For example, funds in Armenia are inadequate even to replace toner cartridges, requiring staff to replicate documents by hand. Law clerks do not have computers to conduct legal research, draft verdicts, or perform other appropriate duties on behalf of judges. In other courts, inadequate funds require that judges personally pay for much of the cost of postage and telephones, and unpaid debts are carried forward from year to year. These shortages persist despite judicial branch efforts to rectify them because budget requests are often significantly reduced by the Government without explanation.

Several factors contribute to the judiciary’s ineffectiveness in budgeting. Most critically, the judiciary has limited ability to influence decisions concerning its funding since it has no opportunity to discuss budget requests with the Government or National Assembly. This function is instead performed by the Ministry of Justice. The judicial management body, where it exists, does not monitor or analyze the courts’ fiscal status throughout the year, reducing its ability to advocate court needs, detect patterns in expenditures or create economies of scale. Instead, each court is treated as an individual budget user whose budget requests, annual and monthly financial expenditure reports, and fund transfer requests are submitted directly to the Ministry of Finance.

Budgeting is a critical input into, and an integral part of, long-term strategic planning. Properly implemented, budgeting complements strategic planning by developing agreed-upon performance standards of effectiveness and efficiency, analyzing impediments to meeting these performance standards, and proposing enhancements to remove those impediments. From this perspective, several impediments to effective budgeting in these countries emerge:

- The next year’s budget submission is essentially a recap of the current year. There is no process for reflecting changes in workload or increased jurisdiction. When bankruptcy adjudication (a concept that did not exist under socialism) was added to the court’s jurisdiction, a corresponding budget increase was not entertained. Even unequivocal instances of increased resource needs do not result in budget increases. A court in Armenia, for example, is moving to a new facility with 30 additional offices to be heated, furnished, and cleaned, but there is no evident process for making a formal request for these increased costs.

- The budget is not set within the framework of strategic goals and there is little multi-year planning. Critically, in the case of Macedonia, the budget did not explicitly consider the reform efforts required for entrance into the European Union.

- Little or no narrative or supporting performance data is presented with the budget. Without these, the justification for increases is weak.

- There are no means for seeking mid-term budgetary increases under exigent circumstances.

Local court staff also lack training in budget preparation and expenditure monitoring, and there are no automated financial tools. The courts need more analytical strength to fulfill the expanded management responsibilities envisioned for the judiciary.

Approach

Several avenues were pursued to bolster the judiciaries’ budget processes. The projects first worked with the judiciaries to enhance their autonomy in the budgetary arena, including proposals for direct judicial branch budget submission to the legislature, judicial representation in the budget process, and protections against reductions in salaries and already allocated funds. Other approaches focused on the method by which the judiciaries prepare their budgets to increase the likelihood of receiving additional funds and improve the internal controls over their use. These included:

- Determining priority needs in the areas of current expenses, workload growth and new initiatives. These priorities will be used to inform budget submissions and make organizational changes. Ongoing strategic planning capacity must be built into the leadership organization.
• Linking practical and measurable performance measures to budget requests. Performance indicators focusing on three key areas were developed: 1) how efficiently cases are adjudicated (e.g., cost per resolved case), 2) how quickly cases are adjudicated (time to disposition) and 3) how effectively cases are adjudicated (number of reversals; satisfaction of employees and customers assessed through surveys).

• Developing workload measurements. Unlike performance measures, which seek to measure outputs (how well an organization is performing), workload formulas measure the inputs in the budget process, for example the number of cases filed per judge or available resources such as staff per judge. These formulas were introduced in addition to, and not as a replacement for, outcome performance measures.

• Creating a narrative describing the benefits of budget requests.

• Developing systems to project costs nationally, compare costs across courts and make mid-year budget adjustments, without which the central authority cannot exercise its authority effectively.

Finally, we assessed specific training needs in strategic planning, budget preparation, expenditure monitoring, and the use of automated financial tools through a survey of court managers. Checklists for budget development, budget review and budget monitoring were provided to ensure budget submissions were complete and adequate.

Human Resources Management

Although civil service reform has swept the former Soviet Union and Central and Eastern Europe, including Armenia and Macedonia, the judiciary has been largely overlooked in these reforms. Most executive branch political, professional, and support positions have been clearly separated and defined. Criteria for admission to and withdrawal from the civil service and job descriptions have been established for these positions. The judiciary, on the other hand, continues to lack merit or salary protections, defined job descriptions, formal recruitment, selection and evaluation procedures and training programs.

For example, in Armenia, court employees fall outside the broad umbrella of the State Service. There is no legislative framework for court employment that provides employee protections or guarantees maintenance of existing salaries (such as have been established for State Service employees). Each year, the government sets the salary levels for court staff by decree; there is no provision prohibiting the government from reducing court staff salaries. Absent a principle of general parity between judicial and executive branch staff salaries, judicial salaries fall far below those of the other branches. As pointed out by the Armenian Poverty Reduction Strategy, “The main prequisite for successful reforms in public administration and judicial systems, as well as the most important factor to mitigate corruption in these sectors, is the increase of salaries for the sector employees.” Additionally, there may be no disciplinary rules or code of conduct for court staff, also increasing the likelihood of corruption.

One mandate of rule of law projects is to identify functions that could be effectively devolved to staff from judges, who are overloaded with case management and administrative duties at the expense of timely hearing of cases. In both countries, it was estimated that judges spend as much as 50% of their time on administrative matters. The courts suffer from a stultified reporting structure, under which most staff report directly to the President Judge, and there is reluctance to change this. Professional court administrators are rare and there is a general perception that the administrators that do exist are not capable of absorbing management responsibility for the court.

Approach

A number of significant reforms have been achieved in human resources management, in particular in Armenia where corruption in the government service was considered a particular problem. These included:

Each year, the government sets the salary levels for court staff by decree; there is no provision prohibiting the government from reducing court staff salaries.
Legislation to provide employment protections to court staff

Job descriptions for all staff, and clarification of reporting relationships between judges, managers and staff

Linkage of judicial branch compensation to that of similar positions in the executive branch, and provision of a statutory basis for salary setting and salary increases.

Creation of uniform recruitment, selection and disciplinary procedures.

Introduction of training programs for new and continuing staff.

Implementation of a uniform code of conduct for court staff.

The Future

Developing a cadre of professional administrators who are seen as leaders in the justice system is a long term prospect. In both Armenia and Macedonia, however, we created and worked with a core group of court executives to make and present recommendations on court governance, budgeting, and human resources management to national officials. These working groups provide the nucleus of a total quality management approach to court improvement. This may be the most important legacy of the projects as it sets the stage for ongoing reform.

Endnotes
1 Officially known as the Former Yugoslav Republic of Macedonia (FYROM), the United States recently announced it would refer to FYROM as Macedonia.
2 The Role of Court Administration in Strengthening Judicial Independence and Impartiality, William Davis, in Guidance for Promoting Judicial Independence and Impartiality, United States Agency for International Development, January, 2002. Davis goes on to point out that both Spain and Italy created judicial councils in the 1980s and the French judges’ association recently adopted a resolution supporting the separation of judicial from executive branch functions.
3 The legislative branch also does not provide an adequate counterweight to the executive branch in the countries considered here. For example, in Armenia, while the draft budget is forwarded to the National Assembly, the legislature is a weak participant in the budget process, having no staff and operating under a requirement that it vote on government budget proposals within 24 hours. Any objection to the budget constitutes a “no-confidence” vote in the government and carries serious consequences.
Combating Voter Fraud (All of It)

Paul Leistra

SeVERAL STATES HAVE recently enacted “voter identification” laws to reduce the incidence of voting fraud. In Arizona, a contentious law requires voters to present government-issued photo identification at the polls, as well as having proof of citizenship when registering to vote. Similar voter ID laws in Missouri and Georgia were struck down by the Missouri Supreme Court and the US 11th Circuit Court of Appeals, respectively. Each law is intended to prevent non-citizens from voting and targets undocumented immigrants. Can such laws meet their common underlying goal of ensuring honest elections?

In a word, no. Such measures are too narrowly tailored to provide a comprehensive solution to the problem of electoral fraud. Traditional definitions of fraud include, but rarely transcend, casting fraudulent ballots, not counting or destroying ballots, and vote-buying. A full definition of electoral fraud must encompass more than these basic concerns and include all violations of one-person one-vote, the bedrock principle of democracy. This definition, then, must encompass both voter fraud and voter suppression. The separation of fraud and suppression in our political lexicon obscures the simple fact that both prevent the honest conduct of elections. Fraud and suppression should be treated with equal seriousness, prevented with equal assiduousness, and punished with equal severity.

Our political system rests on an ideal of free, fair, honest, and open elections that all too often has gone unrealized. Efforts to rectify this problem have focused chiefly on traditional fraud, and only sporadically on voter suppression. The Help American Vote Act (HAVA) of 2002 constitutes a fine example of this failure: enacted after the Florida presidential recount debacle of 2000, HAVA focuses mainly on introducing electronic touch-screen voting machines to replace antiquated polling equipment. While HAVA contains admirable provisions for updating registration processes, adding poll worker training, and improving disabled and non-English-reading voters’ access to ballots, it does not address suppression. Indeed, several of the states’ voter ID laws, which were written to comply with HAVA requirements, may themselves have suppressive outcomes. In HAVA, then, an opportunity to extend protections to the entirety of the voting franchise was missed.

Under an expanded concept of fraud, possible violations would extend far beyond casting illegal votes to include instances of suppression. They would include the following:

Placing undue burdens on voters. A Georgia court placed that state’s voter identification law on hold in 2005 after it determined that the law constituted a de facto poll tax, as it required voters to obtain photo identification prior to voting. Georgia charges $20 for this service. Even after the law was amended to provide free identification for impoverished citizens, the court deemed the law too burdensome, noting, “Any attempt by the Legislature to require more than what is required by the express language of our Constitution cannot withstand judicial scrutiny.” Laws themselves can be suppressive and thus, in a sense, defraud the public.

Challenging legitimate votes at the polls. In many states, political parties are allowed to “poll-watch” on Election Day, and pre-registered operatives may challenge any voter’s qualifications. Such challenges can have the effect of lengthening lines at the polls, frustrating voters, and reducing overall turnout. While provisional ballots address the problem of borderline votes, the voters who simply
leave the polling stations go uncounted. Originally designed to prevent fraud, the practice of vote-challenging has become distorted and now serves as a major form of suppression.

**Fraudulent robocalling.** “Robocalls” are automated phone calls that go directly to voters’ homes. While many states have laws prohibiting automated political calls to people whose numbers are on the federal Do Not Call Registry, many voters in key congressional districts have reported receiving such calls anyway. While this is in itself illegal, many robocalls misidentify their sources; in New Hampshire, the National Republican Congressional Committee paid for repeated robocalls that misleadingly appeared to be coming from Democratic candidate Paul Hodes.6 This strategy is predicated on voters’ intense dislike of such calls. While there are complex state and federal issues surrounding the legality of these tactics, even clear violations of the law carry only small fines.

**Inaccurate counting.** While America has a lengthy tradition of failing to count its votes properly, notably including the 19th-century depredations of New York’s Tammany Hall and Chicago’s long history of questionable elections, concerns over accurate results have been magnified recently with the HAVA-driven advent of electronic voting machines. The Maryland primary vote in September 2006 was fraught with problems, including delays in opening the doors at 238 precincts, inaccuracies in the state’s electronic roll books, and the misplacement of dozens of memory cards containing votes.7 Even more worrisome, Edward Felten of Princeton University has demonstrated the vulnerability of one popular voting machine to quick and undetectable hacking and machine-to-machine viruses.8 Preliminary early-voting election results from the 2006 midterm elections have likewise indicated severe problems, as some touchscreen votes have gone uncounted or were switched to another candidate.9

**Hindering Get-Out-the-Vote (GOTV) campaigns.** While not technically electoral fraud or suppression, interfering with campaigns’ GOTV operations certainly reduces the number of legitimate voters at the polls. Both parties’ GOTV efforts provide transportation to and from polling places for their supporters, and without GOTV, some voters would be unable to find alternate transport. This form of suppression is not hypothetical: in 2002, James Tobin, working on behalf of the Republican National Committee, engineered a phone-jamming attack on the GOTV headquarters of New Hampshire Democratic field offices as well as those of the firefighters’ union.10 Tobin was convicted of “telephone harassment” in 2005, but the $500,000 fine (paid by the GOP) and Tobin’s 10-month jail sentence pale in comparison to the impact this action carried in a close senatorial race.

**Interfering with absentee ballots.** Members of the armed forces stationed at sea and abroad reported missing absentee ballots in both 2000 and 2004. Ballots frequently arrived after the election or not at all.11,12 Many rank-and-file soldiers had little or no recourse, as complaining to commanders was often perceived to be impossible, ineffective, or as indicative of disloyalty. While the Department of Defense has taken steps in recent years to improve the access of overseas personnel to absentee ballots, serious flaws in the registration process and in electronic voting security remain.13 If the denial of ballots to the military is due to intentional efforts by partisan state election officials, rather than bureaucratic snafus, this must be seen as a form of voter suppression as well. Absentee ballots are also associated with many counting irregularities and attempts to vote illegally.

An effective policy to reduce the incidence of election misconduct would focus equally on stamping out both the purposeful reduction of legitimate votes and the addition of illegitimate ballots. Extra vigilance is required to prevent suppressive actions, as they are far easier to carry out: in a nation of perpetual low voter turnout, actions further depressing the electorate garner less notice than those attempting to add fraudulent votes, yet each have the potential to swing an election by the same amount.

A realization of the importance of voter suppression may be growing. The U.S. Electoral Assistance Commission (EAC)’s researchers use an expansive definition of fraud that includes voter intimidation, though not all forms of intentional suppression. This represents a step forward from traditional concepts of fraud. While the EAC found

---

**If the denial of ballots to the military is due to intentional efforts by partisan state election officials, rather than bureaucratic snafus, this must be seen as a form of voter suppression as**
that measuring electoral fraud in a scientific way is “extremely
difficult from a methodological perspective” and “would
require resources beyond the means of most social and
political scientists,” they were nonetheless able to conclude
that absentee ballot fraud and challenging legitimate votes at
the polls were by far the nation’s largest problems, while the
casting of fraudulent votes at the polls was relatively rare.14
Yet despite this warranted attention, few states and localities
are acting to protect the vote from the most serious threats
it faces.

The nation’s election laws should be reformed both
nationally and on the state level to incorporate voter
protections, including serious penalties for placing undue
burdens on voters (either by demanding unconstitutional
forms of identification or inaccurately declaring voters to
be felons) and vastly increased fines and prison sentences
for conducting fraudulent calling campaigns or interfering
with GOTV operations. Paper trails for electronic voting
machines are a necessary preventive measure, given that
technology’s present vulnerability. HAVA calls only for the
ability to conduct a recount, but does not specify a paper
trail—a serious oversight, as a “recount” could merely entail
double-checking the compromised machine’s tallies, rather
than checking those tallies against hard copies. Finally,
efforts should be made to reform the absentee ballot
system, which functions as both the major source of
additional fraudulent votes and the site of de facto voter
suppression.
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“NO TAXATION without representation!” This ideal was supposedly powerful enough to motivate the American Revolution. But how deeply ingrained is this value in the U.S. today? Regarding the people—the governed—observers lament a decreasing voter turnout over the last several decades. The U.S. now has the lowest turnout of any organized democracy,1 demonstrating what some view as voter apathy. Possibly fewer than 40% of eligible voters voted in this year’s general election.2 Even in the narrowly-decided 2000 Presidential election, turnout was only about 50%.

And regarding those doing the governing, numerous stories emerge after each election about thousands of eligible voters denied the opportunity to vote. Some authors claim at least a million votes were not counted in the 2000 election—due to incorrectly purged voter rosters, long lines, insufficient ballots, closed polling places, and other acts of voter suppression or intimidation.

Paperless machines, butterfly ballots and the like aside, some democracy advocates are focusing on the more than 15 million constituents 18 years and older who are still legally denied the right to vote. The 2000 U.S. Census reported 18.5 million non-citizens, 16 million of them of voting age. In California, 19% of all voting-age residents are not citizens. Though this article concentrates on non-citizens, almost 5 million U.S. citizens with felony convictions are also denied the right to vote. This especially impacts African American males, with “13% of the African American population permanently barred from voting.”3

Grants the right to vote to these populations would likely boost voter turnout significantly. More important to some are the policy implications for the already-marginalized communities from which these populations come. Voting rights for non-citizens are not new. For most of this country’s history—176 of the 230 years of the United States’ existence—non-citizens did have the right to vote.4 Non-citizens and immigrants held the right to vote in at least twenty-two states from the nation’s founding until the 1920s. This was so even when property-less white men, African Americans, women, and anyone under 21 did not have the right to vote.

Several factors led to non-citizens losing the right to vote. As indicated by the term ‘franchise,’ voting was considered a state-granted privilege, whereby states had certain latitude in determining voting rules and eligibility.5 For instance, property-ownership requirements were instituted at the state level, then gradually dropped, with North Carolina being the last to do so in 1856. The expansion was meant to benefit Revolutionary War veterans, militiamen, and those in the urbanizing economy who could be wealthy without the traditional base of land and agriculture. The abolishment of the property-ownership criteria, however, made characteristics such as race and gender more salient in determining voter eligibility, leading to literacy tests, poll taxes and other such restrictions.6

As the demographics of the immigrant population shifted from being primarily White Anglo-Saxon Protestant to more Eastern or Southern European and Catholic, sentiment toward non-citizens also shifted. This was largely fueled by political rhetoric blaming immigrants for the effects of economic downturn, and was followed by a period of anti-immigrant legislation that lasted through the 1920s. Of particular impact was the Naturalization Act of 1870, which limited citizenship to “white persons and persons of African descent.” The states gradually removed the ability of non-citizens to vote, with the last state ending the practice in 1926.

The most recent major Constitutional extension of voting rights came in 1971. During the Vietnam War, people could be drafted, serve in the military, and die for this country at eighteen years old, but were not deemed responsible enough to vote until twenty-one. Massive protests resulted in the adoption of the 26th Amendment, granting the right to vote to 18-year olds.

Although there is currently no draft, some claim non-citizens are in a similar position. Large numbers of non-citizens serve in the military and are regularly sent to war. The Defense Manpower Data Center estimates that there are 35,000 non-citizens on active duty, with another 12,000 serving in the Guard and reserves.7 Since their lack of political representation often leaves them economically marginalized, and the military offers an accelerated citizenship process as a recruitment device, many non-citizens join the military.

One argument opponents make is that would-be voters do have access to the electoral process—they just have to become citizens. But, the path to citizenship is not easy, and can take 10 years or more. Advocates also point out that this argument misses the fundamental point: tax-
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paying constituents deserve democratic representation. Other arguments against non-citizen voting are that citizens have fought hard for the right; it would discourage immigrants from becoming citizens; or that voting is the essence of citizenship. These might sound rational, but aren’t supported by the evidence. Non-citizens have served and died for the U.S. from the American Revolution to Iraq. Far from discouraging citizenship, granting non-citizens the right to vote encourages civic participation and understanding, making participants feel more a part of the society—a key factor in deciding to apply for citizenship.

As far as voting being the essence of citizenship, low turnout numbers belie the idea; the right to vote is more about political power than citizenship. Many citizens have been denied the right to vote from the beginning of this country’s history, while non-citizens have enjoyed the right. Far from being a complete list, property-less white males, women, African Americans, persons with felony convictions, those subjected to poll taxes or other hurdles, and even differently-abled citizens have all suffered disenfranchisement (it was only recently that the ADA mandated accessibility to polls for differently-abled citizens). Citizenship has not always guaranteed the right to vote and non-citizens have often had this right.

The drive to re-instate voting rights for non-citizens can claim a number of successes. Non-citizens currently enjoy or have recently enjoyed the right to vote in local elections in New York City, Chicago, and in five cities in Maryland. Two municipalities in Massachusetts also passed legislation allowing non-citizens to vote, with other Massachusetts cities following suit. Campaigns have been launched in at least a dozen other locations throughout the country. The San Francisco version narrowly lost when the sole donor to the opposition, GAP Chairman Don Fisher, gave $60,000, allowing the opposition to massively outspend the grassroots proponents.

Harking back to the civil rights movement, a broad campaign of “Freedom Rides” crisscrossed the country in the fall of 2004. Labor unions and a coalition of housing organizations, welfare rights groups, and advocates for health and education reached out to non-citizens, hoping to build the civil rights and suffrage movement of the decade.

Except for the San Francisco proposal, recent moves to reinstate the right to vote for non-citizens have applied explicitly to Legal Permanent Residents. All the campaigns have sought the right to vote in local elections, with some considering state, but not federal, elections. These proposed reforms typically contain a residency requirement and a commitment to stay in the U.S. They are aimed at legal residents who live here, work here, own homes here, pay taxes here, and own and patronize businesses here. Some even serve in the military. These residents also tend to come from the most marginalized communities; denying them the right to vote is often part of disenfranchising their larger communities. This is significant when considering numbers as high as 15 million or more.

Immigrants have become an important political force in the last few years. This is a double-edged sword as, on the one hand, the major political parties recognize this and have been trying to woo the immigrant vote. On the other hand, some view this shift as a threat and have been working to restrict the political strength of the growing population. Acts of voter suppression and intimidation are common and have been well-documented in a number of sources.

This tension will not be resolved any time soon. Congress’ attempt this spring to limit immigrant rights resulted in several million rights advocates taking to the street on May 1st. Soon after, Congress delayed renewal of the Voting Rights Act, partly due to opposition to the Act’s requirement that states provide materials in other languages where necessary.

Public opinion will be affected not just by political and economic considerations, but also largely by psychological ones. Priming and framing of the issue by political elites will have an effect, as will the extent to which members of the public view immigrants as part of a common group (in-group), rather than as part of a distinct group (out-group). Populations with large immigrant sectors, as well as other marginalized populations who face common issues and political opponents, could come to see immigrants as part of their in-group. Rhetoric describing America as a nation of immigrants, or pointing out that we all come from immigrant roots, has been found to be effective in helping others to view immigrants as part of the in-group.
These are just some of the factors that will play a role as political actors decide and demonstrate how deeply they value supposedly core U.S. principles. Given that this issue is bound to remain on the table for years to come, with political, psychological, legal and economic components, the field of Public Policy has plenty of opportunities to help inform this debate.

Endnotes
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LIKE A BARBARIAN horde gathered at the city gates, journalists around the world were ready to pounce at the opportunity to blame electronic voting machines—used in 38% of American jurisdictions on Election Day—for irregularities in the midterm elections. In the week before Election Day, the Pittsburgh Post-Gazette editorialized about the “Fear of Vote Fraud” while The New York Times ran an article titled “In the Land of ‘Every Vote Counts,’ Uncertainty on Whether It’s Counted Correctly.” Even the international press couldn't resist: the British Observer proclaimed “Just Hack Your Way to Victory, Mr. President,” while the Irish Times went with a more measured “E-vote of Confidence No Shoo-in.” American democracy itself seemed on the brink of collapse.

The result must have sorely disappointed the doomsayers. Besides the smattering of alleged tally irregularities in a few districts with razor-thin races, the electronic voting machine Class of 2006 has yet to face the same firestorm of criticisms, both valid and frankly paranoid, that stemmed from the 2004 Presidential election. Cleveland’s Plain Dealer summarized Tuesday’s test of electronic voting machines thusly: “Still imperfect, but much better.” The Washington Post agreed, saying “[t]he system worked.” The republic, it seems, may endure another two years after all.

The failure of an electoral apocalypse should be little comfort to Americans, however. Electronic voting machines have not redeemed themselves quite yet. Beneath the conspiracy theories posted daily in the blogosphere lay legitimate flaws in both the hardware and software of these systems that have yet to be addressed. Now is not the time to be complacent. Rather, as I imagine the Republican Party is doing with its own organization right this minute, we need to revisit the core principles of electronic voting, remind ourselves of its lofty promises, and review where the machines went critically wrong. In short, we should become born-again electronic voters.

Why electronic voting machines are, or can be, worth it

With the national dialogue consumed by serious allegations against electronic voting machines, a quick reevaluation of why, exactly, state officials thought these machines were such a good idea in the first place is in order.

First, a bit of context. When we refer to “electronic voting machines,” what we usually mean are direct-recording electronic (DRE) voting systems, those touchscreen units you’ve likely seen on the news or on the Internet. The optical scan ballots we use here in Alameda County, California, as well as the old punch-card ballots, are also counted by computer. But, because the inputs are paper ballots, election experts classify them in a different category from DRE machines, which store voter selections electronically.

Therein lies the first major advantage of DRE systems over optical scan ballots: speed and accuracy in the end-count. When each precinct delivers its DRE election data to county offices at the end of the day, the tally is nearly instantaneous and a 100% accurate reflection of what the precinct officer delivered. Admittedly, however, machines that cost between $3,000 and $4,000 per unit, as the flagship DRE systems do right now, ought to deliver more substantive advantages than speed and a marginal increase in end-count accuracy.

As it turns out, DRE systems offer the best hope to date of addressing a fundamental problem endemic to democracy since the invention of the secret ballot. The flaw is called “residual voting,” and refers to those cases when human error prevents a ballot from accurately reflecting the voter’s true electoral preferences. The reason we ought to be concerned about residual voting is that, often times, the limitations of the ballot medium (paper) or indeed the very ballot design itself (think of the “butterfly” ballots in the 2000 election) can encourage these errors.

The two most problematic varieties of residual voting are over- and under-voting. Over-voting occurs when a person marks off more candidates than she is supposed to, such as voting for two presidential candidates. Under-voting is a bit harder to measure: it happens when a voter misses a race on the ballot for which she otherwise has a preference and doesn’t mark a vote. In a country so closely divided, where many elections deliver a margin of victory less than the margin of error, lost residual votes are far from insignificant. MIT political scientist Charles Stewart estimates the nationwide rate of under-voting at 1.9% in the 2000 election, or about 2.3 million votes.2

DRE systems address over-voting in the most
These machines were ill-equipped to handle the needs of U.S. jurisdictions, where ballot regulations differed from state to state and the ballot measures themselves came in almost every imaginable variety.

The benefit of DREs, then, is manifest: Stewart found that after applying statistical controls, jurisdictions that adopted DRE voting systems after 2000 saw a 33-100% greater decline in residual voting rates than those that either adopted optical scan systems or didn’t change systems at all. That deserves emphasis: DRE voting machines are more accurate at registering voter preferences than optical scan systems. If you scaled Stewart’s findings nationwide, a DRE America would effectively enfranchise 250,000-800,000 more people. That potential alone makes electronic voting machines worth consideration.

Where it all went wrong and how we can make it right

It’s unfortunate that with so much that DRE systems could make better about American elections, voting machine firms found ways of making them worse. For this, the state and federal governments deserve some blame. The Help America Vote Act (HAVA), passed by Congress in 2002, allocated $650 million to local jurisdictions to replace antiquated voting equipment in the wake of the 2000 election. States passed their own spending bills to augment federal generosity; Californians, for example, approved in Proposition 41 a $200 million bond the same year that HAVA was enacted. Since these funds were available on a first-come, first-served basis, counties had an incentive to upgrade their voting systems as quickly as possible.

The problem was that America’s voting machine firms weren’t ready. Now-notorious Diebold had developed ATM-like technology for Brazilian elections that performed brilliantly. However, these machines were ill-equipped to handle the needs of U.S. jurisdictions, where ballot regulations differed from state to state and the ballot measures themselves came in almost every imaginable variety. Anticipating the government largesse of HAVA, Diebold bought Global Electronic Systems of McKinney, Texas—and with it their AccuVote TS model—for $30 million in June 2001. Unfortunately, the AccuVote TS was, like almost all electronic voting machines at the time, essentially a first-generation system. It was a small Texas company’s first crack at the burgeoning electronic voting market and exemplified the problems common to almost all the DRE systems available then and, unbelievably, still today.

First, DREs tend to be both heavy and bulky. The AccuVote TSx, Diebold’s latest incarnation of the line, weighs in at 26 lbs. Sequoia’s AVC Edge is an even more unmanageable 40 lbs. Even Election System & Software’s iVotronic, the industry’s lightest machine at 15 lbs, is almost three times as heavy as the average laptop computer. Given the computer industry’s amazing success in cramming more computing power into progressively smaller packages, the sheer mass of these systems is unforgivable. Heavy computers are not only harder to set up, especially for elderly poll workers, but they prove less accessible for disabled voters who need ballots brought to their cars.

Second, DRE machines are expensive, and this leads to polling congestion. Most of the long lines in DRE precincts are not due to computer malfunctions; they’re due to the fact that, at $4,000 a unit, most jurisdictions can’t afford to set up the same number of DRE polling stations as they did punch-card polling stations in years past. When Santa Clara County in California bought 5,000 Sequoia AVC Edges in 2003, they effectively reduced the number of polling stations per precinct by almost half.

Thirdly, and most importantly, there’s the issue of security. To their credit, all three of the nation’s biggest voting machine firms now offer voter-verified paper trails as a peripheral to their flagship systems, and this move has addressed some of the integrity concerns raised by computer scientists over the years. There is still, however, insufficient
oversight given to each machine’s source code. Most firms hold their systems’ machine and source codes in escrow, which is in practice little different from keeping them secret. The drawback to this approach is a lack of transparency, which not only depresses voter confidence in the integrity of their vote, but also lowers the likelihood that malicious code written by someone within the firm will be detected.

In the end, though, we can address each and every one of these problems. An industry on the verge of selling ultra-mobile PCs weighing less than 2 lbs. each and priced under $1,500 is certainly capable of developing secure voting solutions both portable and affordable to local jurisdictions. However, because jurisdictions that purchase these machines presumably will only do so only once every 15 years or more, we cannot rely on steady and consistent consumption to eventually yield reliable voting machines. We instead need to provide incentives to mobilize America’s wealth of computer talent. A large monetary prize awarded to the firm or individual who designs a voting machine that is at once lightweight, inexpensive, and secure, would be an appropriate entrepreneurial solution.

The problems with DRE machines certainly deserve prompt action. But it’s a bit ironic that the most frequent charge against them is their openness to manipulation when, in an era of gerrymandering, push-polls, and deceptive campaign advertising, DRE systems are one of the few political innovations in recent years that aim to increase the accuracy with which we record voter preferences. It would be a tragedy for our democracy if America let the perfect be the enemy of the good and wrote off electronic voting machines entirely.

Endnotes
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As a “blogger” of California politics, I have many opportunities to see the state’s deficiencies, especially the Legislature’s inability to work together on issues larger than trivial naming bills and other inanities. This has led me to question why the tone and tenor in Washington, Sacramento, and capitals across the nation have soured to such an extent. There is surely no simple answer to this question. Part of the blame lies in the ever-increasing divide of the country; the modern red state/blue state split has some basis in fact. However, much of the blame lies in the structure of the representative system itself.

This essay will focus on one aspect of this system that is in need of reform—the redistricting process—and will discuss its role in the bitter partisanship in Sacramento and Washington. I advocate a complete overhaul of California’s redistricting process in favor of a system that will ensure a more transparent and open process while simultaneously creating a fair map of representation for all Californians.

Currently, in California and 37 other states, the Legislature has exclusive jurisdiction over districting. Legislatures around the country use the redistricting process to consolidate political power, or gerrymander, when confronted with competing interests to create safe seats for incumbents or to create additional seats for the majority party. These interests are mutually exclusive, as was evident in the 2006 midterm elections, and both are potentially dangerous to our republican form of government. Both also encourage the development of districts that have few commonalities, either in interests or in geography.

In California, the Legislature opted to draw district lines in order to create safe seats for both parties. The result is a lack of competitive races between the parties, with the only real races occurring at the primary level. Even in the Democratic Wave of 2006, no seats in the California Legislature were “flipped” from one party to the other, and only one Congressional seat changed parties. These safe seats push candidates to seek support only from their base, in order to do just enough to ensure victory in the general election. In doing so, they also discourage compromise by marginalizing independent and moderate voters. Further, gerrymandering facilitates loyalty to a party or to a particular person rather than to a set of ideas, partially due to the fact that there is a complete lack of alternatives. For an example of this, see the (soon to be former) House Appropriations Committee Chairman, Jerry Lewis (R-CA), who won his chairmanship through a bidding war, was embroiled in scandal, and yet still had no substantive challenge for his Southern California district.

One effort to combat this trend in California was Proposition 77, considered in the 2005 special election, which would have legislated “fair, competitive” districts. While Governor Arnold Schwarzenegger was personally responsible for several of the propositions on the ballot in the special election, he did not author this initiative. Proposition 77 was introduced by Ted Costa, the original sponsor of the Recall Davis movement. Schwarzenegger endorsed the measure, however, as part of his “Year of Reform” package that was ultimately placed on the ballot. Many left-leaning voters opposed measures of Proposition 77, which called for a mid-decade redistricting and possible multiple redistrictings if the first map was rejected by the voters. These factors, plus the overall anti-initiative mood, contributed to a solid defeat of Prop. 77.

It is important to note that despite the support of Arnold Schwarzenegger and many other prominent Republicans in the state, the passage of Prop. 77 would have likely netted a gain of one or two seats for the Democrats. Prop. 77 called for “fair, competitive” districts. How those districts were to be drawn was not fully established and, with the defeat of the initiative, the methods will never be known. However, one can only assume that “competitive” would mean trying to draw districts in such a way that would try to even out the registration advantage in favor of one party or another. In a state that gave 54.4% of its vote to a not particularly overwhelming Democratic presidential nominee in 2004, competitive districts would,
almost by definition, favor the Democratic candidate. In other words, smoothing out the partisan advantage evenly across districts would yield a Democratic lean to all 53 House seats, 80 Assembly seats, and 40 Senate seats.

The term “competitive” is not fully defined in Prop. 77, so it is not clear what the goal of its redistricting panel would have been. However, the goal of redistricting for competitive seats is a false nirvana. Imagine the havoc that a Prop. 77-inspired map would wreak upon the state. What would a competitive seat look like in the San Francisco area? The district containing the City of San Francisco, with its reliably Democratic votes, would have to be chopped up, and carried across the bay to meet up with some reliably Republican voters in the Central Valley and some possible swing voters in the exurbs of San Francisco. That process would have to be repeated several times to distribute the partisan votes on both sides of the San Francisco Bay. A similarly bizarre process would take place in districts throughout the Los Angeles area.

But isn’t there an obvious problem with that scenario? Whose interests would that legislator represent? To say that those areas have vastly different interests is somewhat of an understatement. The City of San Francisco faces issues common to any large urban center while the Central Valley contains farming interests. Could both interests be represented by a shared Congressman?

Another problem with “competitive districts” is that they would decrease minority representation. For example, Mark Leno, an openly gay Assemblyman, or Leeland Yee, a Chinese-American Assemblyman, could have great difficulty winning in these “competitive” districts. Part of the reason that members of a minority cluster in one community, such as the gay community in San Francisco, is to gain political power. These “competitive” districts would remove that power and probably reduce minority representation in the California Legislature.

Drawing “competitive districts” is just another form of gerrymandering. Instead, districts should be drawn as reasonably compact areas that share common interests. There should not be any more bizarrely-shaped districts like California’s 11th district, which (until recently) has repeatedly re-elected Richard Pombo, or Texas’ 25th under the Tom Delay plan. Districts should be drawn to encourage voter participation by keeping cities together, similar suburbs together, and similar geographic regions together. Lines should reflect natural boundaries, such as rivers and mountain ranges, but there should not be a fear of creating long districts where interests coincide. For example, California’s Northern Coast is currently represented by Mike Thompson. The Northern Coast is a fairly liberal Democratic region with specific interests, such as fishing, offshore drilling, and other environmental concerns. Just a few miles inland, however, voters have very different interests. The interior North is a conservative region, as voters have shown by electing Dan Lungren and John Doolittle. These two regions, then, cannot fairly be represented by one representative.

California is currently having a reasoned discussion about creating a fair redistricting process. The state must balance the lessons of the failure of Proposition 77 with the need to change the system. One attempt to do just that was State Constitutional Amendment 3 (SCA 3), written by Senator Alan Lowenthal (D-Long Beach). SCA 3’s final version prioritized its goals in the following manner:

(C) Districts shall be geographically contiguous to the extent practicable.

(D) District boundaries shall respect communities of interest to the extent practicable.

(E) To the extent practicable, district lines shall use visible geographic features, city and county boundaries, and undivided census tracts.

(F) Districts shall be geographically compact to the extent practicable.

(G) To the extent practicable, competitive districts should be favored where to do so would create no significant detriment to the other goals listed in this paragraph.

Thus, SCA 3 attempted to create practical, common-sense districts and to prioritize compact districts with sensible common interests or, if these goals conflicted, to ensure that the tradeoffs are addressed. The proposed amendment eventually failed due to complicated Sacramento politics. However, hopes are high that a similar amendment will be passed in the next legislative session.

Currently, twelve states have some form of redistricting commission that is external to the normal legislative process. The California plan, therefore, would break little new ground. SCA 3 was a sound and just plan with solid bipartisan support that could have produced profound change for a dysfunctional Sacramento.
Gerrymandering has damaged the republican nature of the state and federal government. We need fair and honest redistricting, applied with consistency across the state and the nation. It is often said that when California wades into governmental reform, the rest of the nation follows. Hopefully, California can make redistricting reform just one more example of our leadership.

Endnotes
3 Jerry McNerney defeated Richard Pombo in something of an upset in California’s 11th district, and there were some close calls in the legislature. Lynn Daucher was narrowly defeated for the 34th District Senate Seat after leading on election day.
7 Texas 25th District has since been altered by the Fifth Circuit Court of Appeals to be a more compact district. Under the Delay plan, the district ran from Austin, TX to the Mexican border. Additionally, four Congressmen had parts of the City of Austin, but none had the City of Austin as a majority of their district. Austin is known to be far more Democratic friendly than the rest of Texas. See http://www.austinchronicle.com/gyrobase/issue/story/?oid=oid%3A3A394224.
10 The bill actually failed partly due to some confusion as to whether there would be a term limits extension tied to the plan. See Young, Samantha. “Lawmakers end talks to package redistricting, term-limit reforms,” San Francisco Chronicle, August 15, 2006.
11 For more details on the processes in other states, see “Redistricting Commissions: Legislative Plans” at http://www.senate.leg.state.mn.us/departments/scr/redist/red2000/apecomsn.htm.
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